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ABSTRACT 

 
With the ever-growing number of vehicles every day on road, it has become impossible to 

evict the dangers posed due to the risk of accidents caused due to road rage and rash driving. 

Inspite of strict laws and rules towards safety the people have been inclining towards reckless 

driving habits. Often, in developing countries like India, many accident cases are reported late 

and hence the delay in the arrival of emergency services. This has caused several lives in the 

past. 

 
This project is aimed at prompting messages to the concerned authorities for providing to 

reach the affected spot on time. A message for the drivers of the vehicles approaching towards 

the accident area can be stopped to prevent a vehicle pile-up. This model can be used 

effectively by several authorities and civilians alike. 
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Chapter-1 

 

 

INTRODUCTION 
 

 

 

1.1 Introduction 

 

 
Vehicular traffic, both in India and abroad has been growing at an alarming rate. So have 

been the cases of accidents caused due to road rage. The total number of registered vehicles 

in the national Capital region, which forms one of the world‟s largest urban clusters, 

increased from 1.42 million in 1988 to 11.2 million in 2016. 

 
 

 

 
Fig.1.1.1 The number of registered vehicles in Delhi has skyrocketed over the years. 

 

 
Road accidents are a neglected threat to humans that demands immediate action to  

deteriorate their growing stake in human casualties and personal and/or public losses in life 
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or property. As per a report published by World health organization in 2016, an estimated 

1.35 million people are dying due to road accidents each year on the world roads. 
 

 

 
 

 

 

Fig.1.1.2 WHO statistics indicating the death toll of road related cases. 

 

 

 
1.2 Problem Statement 

 

 
There has been no concrete system of reporting the occurred road accidents to the concerned 

authorities with immediate effect. As per the present scenario, the highway patrolling 

vehicles or the passerby‟s have to report the matter or call the ambulance for an action. This 

entire process is elaborated to an extent that it has cost several lives; especially in countries 

where the emergency services to arrive on spot have not been quick. An information retrieval 

system is the need of the present scenario which can analyze the collision and produce 

information which can detect the occurrence of an accident, thereby triggering an immediate 

response which in turn will alert the local emergency services .This would help the 

authorities in reaching the affected spots timely for help. 
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Fig 1.2.1 Emergency services often arrive late. 

 

 
1.3 Objectives 

The main objective of our project is to reduce the intermediate time between the occurrence 

of an accident and the arrival of help thereafter. Also if the previous if fully implemented 

with the desired results, we can also decide the intensity of the damage or loss incurred in an 

accident, thereby triggering the message to the corresponding services needed as per the 

situation. This will greatly help in reducing the number of human casualties and the loss of 

life. 

 
1.4 Methodology 

In order to implement this project, we need to follow a proper analysis based methodology. 

The methodology involves four major steps, 

 
1.4.1 Dataset 

Firstly, we will be working on the collection of our dataset. The primary task involves  

finding the real footages of accidents occurred which we can use to work upon. The dataset 

will include footage from CCTV cameras across the globe. To collect these videos, we first 

browed through the video library on the social networking video sharing site, YouTube. 

Despite the content being available, we were unable to use them because of their length and a 

few quality issues.In order to work with the dataset,we needed a uniform set of videos where 

the length of footage was more or less,same.Finally,we came across a website, 
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VSlab.Videos of optimum length and quality were found there.The length of most videos 

were short,they were about 4 to 5 seconds.Still,the dataset had too many variations,i.e.the 

types of accidents occurring.The task was going to b e difficult.We segregated the dataset 

into a su b dataset having similar kind of video footage. 

 
 

 

 

 
Fig.1.4.1.1 The video dataset was an assortment of CCTV footages 

 

 
1.4.3 Preprocessing 

Now coming to the preprocessing part.Priorly,we had to store the dataset.We created a list 

containing paths of the video data which we would be using. We further used opencv and 

extracted 99 frames of each image in the video footage and downscaled them by 5 and stored 

it in the 3 dimensional list. Now I have a dataset which is a 3 dimensional list containing 99 

frames and each frame is an image in itself. The size of each image is in terms of an array of 

pixels,255*144. 
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fig.1.4.3.1 OpenCV analyses the still image from a video. 

 

 

 
1.4.4 Training and Testing 

 

 
We spliced our dataset into training and testing sets separately. Now the major challenge was 

how to maintain the time dependencies while choosing the appropriate model. After going 

through several algorithms for this task, we stumbled upon RNN. This algorithm helped us 

in maintaining time dependencies. 
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Chapter-2 

LITERATURE REVIEW 

 
1. Learning Input-Output Functions-Introduction to Machine Learning 

 

 
The book by Nils.J.Nilisson stresses out the terminology applied while elaborating the 

problem of learning a function. Let‟s consider a function,f,and we are given with the job of 

guessing its actual description. Let the hypothesis we are learning about the function,h. 

Consider,h being implemented by a machine with input as X and output as h(X).now let‟s 

assume a priory that h, which is the hypothesized function being selected from within a class 

of H functions. If we that f belongs to class H or to one of its subsets ,we take h based on a 

training set E with input vector examples „m‟.A lot of essential details depend upon nature of 

assumption we have made about these entities given. 

 

 
Fig.2.1.1 Four points on the surface 
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2. Computer Vision-Learning OpenCV. 

 

 
This text matter given in the book by Gary Bradski and Adrian Miller explains vividly the 

conflict between man and machine visions. Computer vision actually means the 

transformation being carried out by a computer when it visualizes a given image, a still from 

a video footage, or simply a scenery. This transformation may include the conversion of 

 

 
 

coloured imagery to gray–scale for analyses purposes. Computer vision varies drastically 

from human vision.We,being visual creature a habitual of recognizing things using our brain 

whenever we encounter an imagery in real world or a screen grab from a song or movie. Our 

brain analyzes the given picture by only stressing or focusing on the crucial aspect of the 

photograph.Say,if we are to analyze the picture of a car, our brain senses that it is a car by the 

signal it receives using the memory we have establishes as human beings .This memory is 

based upon the visualization we have seen over the years living in this world. This is the 

manner in which we are able to associate things or relate to what we see through our eyes.On 

the other hand, a computer on encountering an image only perceives it as a huge grid of 

numbers. Any particular number Plus any number given on the grid gives the computer much 

less information and has an extra noise component which has to be gotten rid of. We 

therefore get a bigger task at hand, to transform all these noisy numbers into a perception. 
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Fig.2.2.1 A computer vision sees only a grid of numbers 

3. Neural networks-Learning OpenCV 

 

 
Neural networks are a combination of non linear elements interconnected through weights 

adjustable by nature. 

 
 

 

 
 

Fig.2.3.1 An example of a neural network 

 

 
These networks are called neural networks because the inputs of non-linear elements are 

actually the weighted sum of outputs produced by other elements, in a fashion similar to that 

of neurons present in biological beings. These neural networks play a prominent role in 

machine learning. 
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4. Recurrent Neural Network Architecture-Neural Computation, University of Birmingham 

 

 
The fundamental property of a recurrent neural network is that it contains at least one feed-

back connection so as to facilitate the flow of activations around the loop. This technique 

helps the recurrent network to perform temporal processing and learn sequences, for 

example, performing sequence reproduction or recognition or temporal association and 

prediction. 

 
Learning in architectures which are simple and deterministic activation functions can be 

achieved with the help of similar descent procedures to those leading to back-propagation 

algorithm or feed-forward networks. 

 
A multi-layer perception with previous set of hidden unit activations feeding back into the 

network along with the inputs is the simplest form of fully recurrent neural network. 

 

 

 

Fig.2.4.1 An MLP along with its inputs. 
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5. Why Gradients Explode or Vanish, Roger Grosse-University of Toronto 

 

 
Consider the architecture of an encoder-decoder machine. Let us say, that the task given to it 

is the conversion of a given English sentence to French. A normal sentence consists of about 

20 words. Now the prediction of the output based on only the last word of the English 

sentence is not possible and will produce an inaccurate output. This is because the memory 

of the machine has not retained the initial words of the sentence or say, the initial inputs. 

This long distance between the first and the last input to the machine causes the false 

prediction. This is known as vanishing gradient problem. 
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Chapter-3 

System Development 

 

 
 

3.1 Recurrent Neural Networks (RNNs): 

 

 
Many applications in our day to day involves reviewing our previous tasks or in other words 

they require timely dependent. When we deal with time dependencies, we require memory 

which can store previous data. Dealing with video dataset are same. Videos are collection of 

images that are timely dependent. To deal with these type of time dependencies we require 

memory and RNNs comes with this advantage. RNNs have memory which can be used to 

save previous outputs , they have state which can be used to store previous states and 

reviewing these states we can predict next output. 

 
3.1.1 Structure of RNNs: 

 

 
 

 

 
Fig 3.1.1.1 folded model of RNN 
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Fig 3.1.1.2 Unfolded model of RNN 

 

 

 
In the figure Fig 3.1.1.1, x represents the input vector, y represents the output vector and s 

denotes the state vector. 

Wx is the weight matrix connecting the inputs of the state layer. 

Wy is the weight matrix that is connecting the state layer to the output layer. 

Ws represents the weight matrix connecting the state from the previous timestep to the state 

from the previous timestep to the state in the current timestep. 

The model can be unfolded in time. The unfolded model is usually what we use when 

working with RNNs as represented in Fig 3.1.1.2. 

In both the folded and unfolded models shown in Fig 3.1.1.1 and Fig 3.1.1.2 the same 

notation is used. 

 
3.1.2 Theory of RNNs: 

 

 
Recurrent means occurring often or repeatedly. In RNNs we use sequences as input and have 

memory element. The mathematical calculations needed for training RNN systems are 

fascinating. To deeply understand the process, we first need to feel confident with the vanilla 
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FFNN system. We need to thoroughly understand the feedforward process, as well as the 

backpropagation process used in the training phases of such systems. 

 

 
 

We will address the feedforward process as well as backpropagation, using specific 

examples. These examples will serve as extra content to help further understand RNNs. As 

mentioned before, when working with neural networks we have 2 primary phases: 

 
1. Training 

2. Evaluation 

 

 
During the training phase, we take the data set (also called the training set), which includes 

many pairs of inputs and their corresponding targets (outputs). Our goal is to find a set of 

weights that would best map the inputs to the desired outputs. 

 
In the evaluation phase, we use the network that was created in the training phase, apply our 

new inputs and expect to obtain the desired outputs. The training phase will include two 

steps: 

 
1. Feedforward 

2. Backpropagation 

 

 
We will repeat these steps as many times as we need until we decide that our system has 

reached the best set of weights, giving us the best possible outputs. 

 
RNNs are based on the same principles as those behind Feedforward Neural Networks 

(FFNNs), which is why we spend so much time reminding ourselves of the feedforward and 

backpropagation steps that are used in the training phase. 

 
There are two main differences between FFNNs and RNNs. The Recurrent Neural Network 

uses: 
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sequences as inputs in the training phase, and 

memory elements 

 
Memory is defined as the output of the hidden layer neurons, which will serve as additional 

input to the network during the next training step. 
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3.2 Long Short Term Memory (LSTM): 

 

 
LSTM or Long Short Term Memory Networks, and are quite useful when our neural network 

needs to switch between remembering recent things, and things from a long time ago. It 

maintains two memories one is long term memory and the other is short term memory , these 

memories helps to retain patterns. LSTM deals with the disadvantage of RNNs i.e Vanishing 

Gradient Descent. 

 

 
 

3.2.1 Structure of LSTM: 
 

 
 

 

 

Fig 3.2.1.1 Gates involved in LSTM. 

 

 
3.2.2 Theory of Long Short Term Memory (LSTM) 

 

 
To explain LSTM let's take an exa mple We have a tv show of nature and science. We have 

seen a lot of forest animals. We recently have seen Squirrels and trees. Our job is to predict 

whether given animal is a dog or wolf. 

So what LSTM does? 

It maintains three memories, short term, long term memory, event. In long term m emory we 

have the idea that the show is about science and nature , forest animals. In short term 

memory we have recently seen squirrels and trees. We also maintain event which is to find 

whether the animal is a dog or wolf. 
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Fig 3.2.2.1 

 

 
Now we will use all three memorie s to update the long term memory. Long term memory 

will be updated as: 

 

 
 

Fig 3.2.2.2 

 

 
We forget about science and since w e recently saw a tree so we remember a tree and our 

long term memory is updated. 

Again we use those three memories to update Short term memory. Short Term memory is 

updated as: 
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Fig 3.2.2.3 

 

 
We forget about trees and update short term memory with event. 

As Shown in Fig 3.2.1.1 we have four gates which helps in updating the memories. 

These gates are: 

1. Forget Gate 

2. Learn Gate 

3. Remember Gate 

4. Use Gate 

 

 
Mathematics involved is already discussed in previous chapter. Let‟s see how these gates 

help to given task. 

The long term memory goes to the Forget Gate where it forgets the things which are not 

needed. 

The short term memory and event are joined together in the Learn Gate where it collects the 

information we have recently learnt and removes unnecessary information. The Long term 

memory that we have not forgotten yet and the new information we have recently learnt are 

joined together in the Remember Gate. This information becomes the new updated long term 

memory. Finally the Use Gate is the one that decides which information will be used from 

previously known and recently learnt data to make the prediction. The output from this gate 

becomes the prediction and the new short term memory. 

 
3.2.1 Advantage of LSTM over RNNs 
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LSTM deals with the vanishing gradient descent of RNNs. 

Vanishing Gradient Descent: 

As we increase the numbers of layers using some activation functions in RNNs the gradient 

of the loss function tends to zero and this makes hard to train the model because our inputs 

and its output are dependent on one another. 

Why this problem occurs? 

Few activation functions such as sigmoid function, squishes larger data into range of 0-1 and 

hence if we make a large change in the input of sigmoid function the output will be changed 

in small quantity. Therefore, the derivative becomes smaller. 

 

 

 

 

Fig 3.2.2.3 

 

 
The above figure shows the sigmoid function and its derivative. Notice how depending on 

inputs of sigmoid function the derivative becomes closer to zero. 



19  

3.2.3 Gates involved in LSTM: 

3.2.3.1 Learn gate: 
 

 
 

 
Fig 3.2.3.1 

 

 
We have a short term memory STMt-1 and an event Et which is combined through a linear 

function joining the vectors, multiplied by a weight matrix, adding a bias and finally 

squishing result through tanh function. 

Now how do we ignore part of it? 

We do it by multiplying it with an ignore factor it. 

We create a small neural network whose inputs are STMt-1 and Et which is again combined 

through a linear function joining the vectors, multiplied by new weights, added a new bias 

and finally squishing result through sigmoid function(Nt). 

The final result is obtained by multiplying Nt and it. 
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3.2.3.2 Forget Gate 
 

 

 

 
We have a short term memory STMt-1 and an event Et which is combined through a linear 

function joining the vectors, multiplied by a weight matrix Wf, adding a bias bf and finally 

squishing result through sigmoid function () to obtain ft. 

We then multiply this ft  and LTMt-1(Long term memory) 

 

 
 

3.2.3.3 Remember Gate 
 

 

 

 
Fig 3.2.3.3 

 

 
We simply combine the outputs coming from forget gate and learn gate in Remember gate. 

Output from forget gate: 

op1=LTMt-1 . ft 

Where 

ft:(Wf[STMt-1 , Et] + bf) 
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Output from Learn gate: 

op2=Nt.it 

Where 

Nt:tanh(Wn[STMt-1 , Et]+bn) 

it:(Wi[STMt-1  , Et  + bi) 

Final output is op1+op2. 

3.2.3.4 Use Gate 
 

 

Fig 3.2.3.4 

 

 

 
We combine output coming from forget gate with a small neural network having weight 

matrix Wu and bias of bu and squishing it through tanh activation function. 

We can represent this equation with eq4. 

Ut=tanh(WuLTMt-1.ft+bU) 

 

Next we combine short memory STMt-1 and event Et with a small neural network having 

weight matrix Wv and bias of bv and squishing it through sigmoid activation function. We can 

represent this equation with eq5. 

Vt=(Wv[STMt-1 , Et + bv) 

The output of the Use Gate is Ut.Vt 
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3.3 Flow Diagram 

 

 
The complete accident detection system involves various steps. Firstly, the videos dataset is 

pre-processed according to input criteria of the algorithms. And then the pre-processed data is passed 

further to the training step where our deep learning model will be trained to detect accidents in any 

given video. Also, the validation of the trained model in done adjacently. At the end we will get a 

trained deep learning model that would be capable to detect accident in any video. This pre-trained 

model could be used at various places for the accident detection purposes. 

 

 

 

 

Fig 3.3.1 Flow Diagram 

 

 
3.4 System Architecture: 

The proposed system architecture for our project in shown in fig. 5.1. The initial step deals with the 

dataset. The data is first pre-processed and then the negative and positive both video data is passed 

through the neural network. At the end we get a trained deep learning model which would be capable 

to detect accidents in any video. 
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Fig. 3.4 System Architecture 
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Chapter-4 

Performance Analysis 

 

4.1 Output at various stages: 

 

 
4.1.1 Creating Dataset 

 

 
We obtained our dataset from VSLa bs which contained 1000s of videos containing accident 

and normal traffic. Our dataset were contained in two different folders. First positive and 

another negative, positive folder contained videos of accidents and negative folder contained 

videos of normal traffic as shown in Fig 4.1.1.1, Fig 4.1.1.2. Training model with 1000s of 

videos was not possible so we created two different folders positive1, negative1 containing 

10 videos each. Then I stored path of videos for training, testing and validating using glob 

function as shown in Fig 4.1.1.3. 

 

 
 

Fig. 4.1.1.1 
 
 

 
Fig 4.1.1.2 
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Fig 4.1.1.3 

 

 

 
4.1.2 Preprocessing 

 

 
Videos are collection of image frames and images are array of pixels with different numbers 

denoting different colors. 

 

The major question was why preprocessing was required? 

It was because of two major reasons: 

 

1. Too much variation in dataset: 

 
There were type of accidents car bike accidents, bike bike accidents, car car accident etc. 

Also there were repeated videos in dataset. 

Fig4.1.2.1: Showing different types of accidents. 



26  

2. Imbalanced dataset: 

 
The positive video were too less than negative videos. When I say positive video it means 

video contains accidents and when I say negative it means video do not contain accident. 

 

To deal with these two problems preprocessing was required. 

Manual deletion of 1000+ videos was a tedious job. I came up with a better plan. I decided to train 

my model for 40 positive video and 40 negative video and when my model is prepared, I would save 

the model and feed it with the complete data. 

Steps involved in preprocessing: 

 
1. Since I was dealing with video data which contained thousands of image frames which 

corresponded to huge data. I decided to take 99 image frames of each video data and store it 

in a 3-dimensional array. 3-dimensional array, because an image comprises of 2-D array each 

cell corresponding to pixels. The 3rd dimension was introduced because of frame number 

since we have 99 image frames. 

 

 

 
2. To create my dataset. I stored the path using glob function of glob library. 

 
 

 

neg_all: stored all the video paths without accident 

pos_2: stored all the video paths containing accident 

 

3. Now ready to create the dataset. 

 
I defined a function make_dataset which would take path of a video as parameter and 

convert that video in 99 image frames (A 3-D array). 

This make_dataset uses another function load_set which take path of the video as 

input parameter and returns an array containing pixels of downscaled image of size 

144 x 255. This function loaded the video using openCV and converted the video into 
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image frames. Also using openCV I downscaled my image to decrease my processing 

time. 

fig. Function to create dataset. 
 

fig. Function to create image frame for videos. 

 

 
 

In short in this phase we extracted 99 frames of images, converted RGB to GrayScale and 

downgraded them by five using opencv and stored it in multidimensional numpy array. We 

can see the sha pe in Fig. 4.1.2.2 and the numpy array in Fig 4.1.2.3. Dealing with images in 

GrayScale is easier and faster than RGB. Now we are ready to perform operations on numpy 

array denoting the images and hence video. We one-hot encoded i.e created a label matrix of 

size 1X2 (1 row and 2 column). The columns denoted accident and not accident. Initially 

both column value is set to 0. If the video contained accident index 0 is set to 1 else index 1 

is set to 1. The label matrix is shown in Fig 4.1.2.4. 

 

 

Fig 4.1.2.3 
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Fig 4.1.2.3 Fig 4.1.2.4 

 

 

 
4.1.3 Training and Testing. 

 

 
Recurrent Neural Network(RNNs) 

We implemented RNN using keras library. The test accuracy that we got was 33.33 %. 
 

 
Fig 4.1.3.1 

We tried to increase our accuracy by increasing the number of epochs but the accuracy didn‟t 

improve. Then we tried to increase our accuracy by varying the number of layers but the 

result was the same. We never realized that training phase could be affected by the 

arrangement of video datasets. First we passed the videos containing accidents an d normal 

traffic randomly, But then we passed evenly organized videos of accidents and nor mal 

traffic of equal amount. For instance, if we are passing 10 videos for training then, passing 5 
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videos of accidents and other 5 videos of normal traffic. This change in arrangement resulted 

in accuracy of 50%. 

 

 

 

 
Fig 4.1.3.2 

 

 
 

 

 

Fig 4.1.3.3 Confusion matrix: 

 

 
Fig 4.1.3.3 Shows Confusion matrix. What is confusion matrix? 

Confusion matrix is tool through which we can easily visualize the performance of our model. It is 

also called as error matrix. It shows the proper result depicting how much occur has been occurred 

and how much correct outputs are predicted by our model. 

Confusion matrix has following attributes: 

1. True Positive 

2. True Negative 

3. False Positive 
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4. False Negative 

 

 
Now, what does these attributes signify? 

True Negative: Our video didn‟t contain any accident and is correctly identified as normal traffic. In 

our case the number of videos that are correctly identified as normal traffic are 5. 

False Positive: Our video didn‟t contain any accident and is wrongly identified as an accident. In our 

case the number of videos that are wrongly identified as accidents are 5. 

False Negative: Our video contained any accident and is wrongly identified as normal traffic. This is 

the critical situation of our project as we can afford traffic to be identified as an accident but can‟t 

afford to wrongly identify accident as normal traffic. In our case the number of accidents wrongly 

identified as normal traffic are 12. 

True Positive: Our video contained any accident and is correctly identified as an accident. In our  

case the number of videos that are correctly identified as normal traffic are 12. 

 
Long Short Term Memory (LSTM) 

 

 
We implemented LSTM using keras library. The test accuracy that we got was 75%. 



31  

 
 

 

 

Fig 4.1.3.4 

 

 

 
We tried to increase our accuracy by increasing the number of epochs but the accuracy didn‟t 

improve. Then we tried to increase our accuracy by varying the number of layers but the 

result was the same. We never realized that training phase could be affected by the 

arrangement of video datasets. First we passed the videos containing accidents an d normal 

traffic randomly, But then we passed evenly organized videos of accidents and nor mal 

traffic of equal amount. For instance, if we are passing 40 videos for training then, passing 20 

videos of accidents and other 20 videos of normal traffic. This change in arrangement 

resulted in accuracy of 87.5%. 
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Fig 4.1.3.5 Confusion Matrix 

 

 
True Negative: Our video didn‟t contain any accident and is correctly identified as normal traffic. In 

our case the number of videos that are correctly identified as normal traffic are 5. 

False Positive: Our video didn‟t contain any accident and is wrongly identified as an accident. In our 

case the number of videos that are wrongly identified as accidents are 5. 

False Negative: Our video contained any accident and is wrongly identified as normal traffic. This is 

the critical situation of our project as we can afford traffic to be identified as an accident but can‟t 

afford to wrongly identify accident as normal traffic. In our case the number of accidents wrongly 

identified as normal traffic are 12. 

True Positive: Our video contained any accident and is correctly identified as an accident. In our  

case the number of videos that are correctly identified as normal traffic are 12. 
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4.2 Outcome of the model 

 

 
Model identified many videos correctly and many video wrong. 

Correctly identified accident. 
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We got the result as an accident for the positive video. Now let‟s see the negative video. We got the 

result as No Accident for the negative video. 
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Chapter 5 

Conclusion 

 

 

 

 

 

5.1 Conclusion 

 

 
The final outcome of our project is the detection of the occurrence of the accident in the 

given dataset. We used RNN algorithm as the first machine learning algorithm to begin 

implementing our idea in the project. RNN worked on a video dataset of several videos in 

which was a combination of both the cases of an accident occurring and not occurring. The 

algorithm produced the output by detecting the patterns from the given video based on 

memories from the previous inputs. The output produced stood at 44% .However, the 

accuracy of the results was not up to the mark. On further studies and analysis we found that 

the problem occurred was the effect of the vanishing gradient. 

 
5.2 Future Scope 

 

 
An algorithm that can reduce the vanishing gradient is Long Search Term Memory or LSTM 

in short. Using LSTM we can rework on the dataset hope to produce a better accuracy on 

detecting accidents. Instead of predicting outputs based simply on the most recent inputs, it 

works on two parallel memories, that is one a long term and other a short one. This increases 

the overall accuracy. Furthermore, we can implement CNN along with LSTM in the project. 

This may yield even better results. If we go on to train our model to detect only the accidents 

of very high intensity, we can only generate results for cases where the level of damage or 

collision has been excruciatingly high. In a further upgrade we can train the model to predict 

the percentage of collision in a particular accident and decide whether high level or low level 

emergency services are needed for that situation. 
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5.3 Applications 

 

 
This model can be used to detect the occurrence of an accident using live data tracking of 

CCTV cameras. This would generate a message in case an accident has occurred. In foggy 

conditions, a highway pile up is a severe problem taking place. In case of an accident taking 

place on a highway, we can alert the trailing cars to prevent them from hitting the damaged 

vehicle thereby preventing a pile up. 
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