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Abstract 
 
 
 

 

Main idea here is to implement a model which will predict the stock price(trend) for the 

future. Here data is gathered from the yahoo finance and data of stock is saved locally in csv 

format. Data then fed to the classifiers to predict the condition for Algorithmic Trading 

using classifiers and time series forecasting algorithms.  Data is also fed to few time 

series forecasting algorithm to predict the trend and seasonality for the forecasting which 

will help the traders to invest wisely. 

 

 Combined result of classifiers and time series algorithms is taken into consideration for the 

conditions buy/sell/hold of algorithmic trading. Data is first preprocessed so that only 

relevant data is present and rest of data can be dropped. Here we are only interested in 

finding the Close/AdjClose price of the MMM. 
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Chapter 1 
 
 

Introduction 
 
 
 
 

 

1.1 Problem Statement: 
 

The Stock market prediction is a very interesting task which involves high knowledge 

of how the stock market works, and what deviations can be caused in a market due to 

various conditions. While some researchers might argue that the market itself is 

efficient, that if there is new information or any deviation in a market it absorbs it by 

correcting itself, thus making no room for predictions, while some researchers may 

argue that if we train the data well and can come up with some sort of strategy that is 

effective. Idea here is to fed the data of stock for a company to the different classifiers 

and time series forecasting algorithms to make prediction for the condition of 

buy/sell/hold the stock price over a period of time 

 

1.2  Objective 

 
Develop a model for algorithmic trading to help in prediction of buy/sell/hold condition 

To develop the time series forecasting model to predict the future trend of MMM`s stock 

price 

 

1.3 Methodlolgy


 Tickers of SNP 500 companies scrapped and are stored into a file locally.



 Using yahoo finance and tickers obtained data of stock of first 20 companies 

is stored locally in csv format.

 Data stored locally preprocessed and splitted into training and test data

 Trained and test data of MMM is fed to the classifiers and time series 

forecasting algorithms



 Conditions of buy/sell/hold are obtained using the trend result obtained in above 

step.
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 Algorithms are then compared based upon their result.







1.4 Tools and Modules Used 
 

 Python Idle 3.6.5 - It is a python editor in which we will actually implement the 

algorithm to extract data sets, perform manipulations, and predict the expected 

results with accuracy.




 NumPy - Numpy is a python library which helps to store complex, 

multidimensional arrays and provide a vast variety of methodical function which 

can be operated on these array.




 Matplotlib - Matplotlib is a python library for the Python .it is used for plotting 

the graphs and it also provide Object oriented API which can be used to embed 

plots into its application.




 Pandas - It also a Python library used for manipulating the data and provides data 

structures and operations For manipulating the data which can be in the form of 

numerical table or time series data.




 Pandas-DataReader - Used to extract data from a large number number of 

internet  sources.




 BeautifulSoup4 - BeautifulSoup4 is a parsing python package used for parsing 

HTML and XML documents. A parse tree is created and it is used to extract data 

from different web pages.




 Scikit-Learn/SkLearn - A ML python library consists of classification, regression, 

and many clustering algorithm like support vector machine , knn, random forest.



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 Satsmodel – A python module used to import simplexponential, holt and many 

others.

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Chapter 2 
 

Literature Survey 
 
 
 
 

2.1 Algorithmic Trading Using Classifiers 
 

Decision making in stock market is a difficult task and it is challenging  too, This project focus on 

the methods and techniques which can be implemented To predict the stock price ,building 

such model is not an easy task and it has to be accurate Investors wants to invest in those 

stocks only which have a tendency to go up in its stock price. Here the goal is to develop 

such model which will predict the stock price in order to decide Whether to :   1.buy   

2.hold    3.sell 

The goal here is to provide an output (buy/hold) as per customer requirements like 

amount to invest, time duration ,max profit, max loss. This was done by making use iof 

various data mining and ML techniques 

[1] Predicting the direction of stock prices is a widely studied subject in many fields 

including-trading, finance, statistics and computer science. Investors in the stock market can 

maximize their profit by buying or selling their investment if they can determine when to 

enter and exit position. Professional traders typically use fundamental and/or technical 

analysis to analyze stocks in making investment decisions. Fundamental analysis involves a 

study of company fundamentals such as revenues and profits, market position, growth rates, 

etc. Technical analysis, on the other hand, is based on the study of historical price 

fluctuations. Due to the nature of market forces, economies tend to follow a pattern of 

expansion and contraction, over long periods of time. The stocks trade within an 

overarching environment where economy moves from one phase of the business cycle to 

the next. Compared to the existing work, this project analyses the stocks trading decisions 

utilizing the technical behavior of the trading patterns within the context of the fluctuating 

economic and business environment. The objective function is to maximize medium to 

longer term profits based on S&P500 stock market index. The inputs are the technical 

indicators data and the economic indicators data. Three models (neural network, soft max 

logistic regression, decision forest) are then used to predict the buy/sell decisions. 

 

 

2.1.1 Proposed Systems 
 

As discussed above stock market prediction is a vast topic and has a lot areas on which 

we can research upon, but one thing all models have in common is their check on 
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accuracy of how well the models applied can fit to a given dataset and is it matching the 

results and predicting correctly or not. Still each model has a few things in common, they 

all need a list of companies of any stock exchange to predict upon the three basic 

conditions of market buy, hold, and sell and to do this we need the stock market data for 

each company against their tickers stored in our machine to avoid larger accessing time 

and performing data manipulations in order to prepare the dataset for further machine 

learning classifiers which will eventually predict the results and provide the output. 

 

2.1.2 Feasibility Study 

To check the feasibility of the above model we will check the given output and match it 

against the graph of the actual company and observe the patterns. Another way (explained 

below)to check the feasibility is checking the predicted trend by holt winters method and 

ARIMAX time series forecasting algorithms with the actual trend observed in the market. 

 

2.2 Using Time-Series Forecasting algorithms 
 

[2] What is a time series data? It is very important to understand time series data in order to 

understand the methodology followed here. A data which follows a trend and some 

seasonality over a period of time is called as a time series data. Seasonality is defined as 

how the data is repeating its trend over a period of time. Hence time series data is periodic 

in nature. Below is the example of time series data of MMM from 2000 to 2019 
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Chapter 3 
 

System Analysis & Design 
 
 
 

 

3.1 Requirement Analysis 

 
Here we make use of technical analysis to predict the future stock price movement using 

firms historical Data. Technical parameter on their own don’t predict stock price but 

historical data can be used by technical Parameter to predict the stock price on current 

market situation. Technical analysis helps the investor to have a idea of predicted the 

stock price We will save the company tickers of S&P 500 list from Wikipedia and 

extract stock data against every company ticker. Then we will take the close index of 

each company and put it into one data frame and we will try to find a correlation 

between each company and then we will preprocess the data and establish different 

technical parameters based on stock price, volume and close price and based on the 

movement of prices will develop technical indicators that will help us set a target 

percentage to predict buy, sell,, hold. 

 

 

3.2 Data Extraction 
 

[3] To begin with we need a list of companies for which we could develop statistical 

models and predict future conditions of stock. Each company will have its own record of 

stock data from 2000 to 2017/2019. Firstly we need a list of companies, so we take the 

S&P 500 list, we extract the data from Wikipedia, there the S&P list is in a table format 

which is easy to manipulate. First we visit and hit the Wikipedia page, and we are given 

the response, which contains our source code, to treat it how we want we access the .text 

attribute of it which we turn into a soup object using BeautifulSoup4 which is HTML 

parsing library. Once we’ve had the soup we found the table of stock data by simply 

searching for ‘wiki table sortable classes’ and accessing the table 0th column and first 

row of every entry to get the ticker symbol for 500 companies arranged according to their 

total market cap.For each table row we say that, ticker is the table data, we grab the .text 

of it and we append this ticker to our list, to save the list we use pickle and if the list 

changes we can modify it to check for specific periods of time. We are saving the list of 

tickers, so not to hit Wikipedia again and again every time we run the script. Now that we 
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have tickets of 500 companies, we need the stock pricing data of each company. We extract 

the stock pricing data of the first 20 companies; each company has stock data to around 

6000 entries for each company. The companies which were started after 2000 and has 

empty values they are replaced by zero.We extract the data using pandas-datareader, a 

python extracting library.We extract the data from Morningstar and saved the data locally 

in .csv format and the data is used for further manipulations. Now that we have stock data 

and company tickers we can move further to data manipulation and what indexes do we 

have in our data 
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 Fig 3.2.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig 3.2.4 
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3.3 Data Manipulation 
 

Now that we have stock pricing data of companies, we are going to bring this data together 

in one data frame. Now we have to access the data together. To access the data together we 

will join all of the dataset together. Every data set contains: Open, High, 

Low,Close,Volume. For now we are interested in close/AjClose for now. We make use of 

list of tickers and start with empty data frame, now the data has to be read in each stock data 

frame .We will majorly focus in the Close columns. Now we intend to rename the column 

name to the ticker name and we will build a shared data frame. We use pandas python 

librarry to outer join the data frame and if the main_df is empty, then we start with current 

df, else we will use join. Now we will visualize the correlation between the companies ,we 

can make use of matplotlib with Numpy to visualize it. Mapping style ‘ggplot’ was used, to 

build a correlation with panda we will add ‘main_combine_dataframe.corr()’ and it will 

automatically look in the entire dataframe And it will find every correlation between 

columns Now we will make a heat map. To do this we need actual data to graph This will 

give a numpy array of just values, which are basically correlation numbers Then we build 

our figure and axes. By observing the correlations, we se that we have many relationships. 

The majority of companies are positively related. There are a few that are strongly 

connected there are some that are negatively correlated and some are not correlated at all 

By observing the correlations, we se that we have many relationships. 

 The majority of companies are positively related. There are a few that are strongly connected 

there are some that are negatively correlated and some are not correlated at all. 
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Fig3.3.1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.3.2 
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Fig 3.3.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.3.4
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     Fig 3.3.5 
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3.4 Preprocessing the Data to prepare for Machine Learning 

 

Lets take the data of different companies and apply the required ML classifiers .as we have 

seen. Before that some companies have relationship with other companies , the goal here is 

that to predict.Stock price of tommorrow for a company by observing the changes in price 

today .This can only be done if machine can identify and fit these relationship between 

companies We start with labelling using machine learning ,thus we need to convert our 

dataset to feature and label Features can be pricing data of companies but we will consider 

features as pricing data of all of the companies and the label here is to buy or dont buy any 

company stock. Let's consider3M (MMM). Feature set takes into account that all 

companies % changes that day and those will be our features.label here is that whether or 

not 3M (MMM) rises more than x% in next x days, X can have any value as required . 

Start with a company is a buy only if, within the next 7 working days, price goes up more 

than 2% and sell the stock if the price goes down more than 2% within those 7 days. 

 

When the algorithm suggests to buy a company stock investor can place a 2% drop stop 

loss.If the company has risen by 2% investor can sell the stock or hold, investor can make a 

strategy by it.A same strategy model can be built by training data which will give price in the 

future.A function is created which will take 1 parameter, the ticker in question. every 

model will be trained on A single company, suppose we want to predict the price for the 

next 7 days. we will observe the close Price for all companies and grab the list of all the 

tickers of the companies, fill the missing values with 0 No we have to find the % change in 

the price for next 7 days. We observe that new data frame columns were created for a 

specific ticker in question, We will use string formatting to create the custom name as 

required. We are getting the future values by. shift which is basically a shift in the column 

up or down . Here we observe a negative amount i.e. that column is shifted UP by i rows 

this is how we get the future value of i days % change is calculated. We have successfully 

created the function which will create label. We have a factor that can tell buy/sell/hold. If 

the prices changes in future by 2% it will give an output to buy or sell accordingly. 

X stores our feature sets (daily % changes for every company in the S&P 500). 
 

Y is "target" or "label." now we map our feature sets to.  
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Fig 3.4.1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 3.4.2 
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3.5 Introduction To Classifiers 
 

Classification is supervised here it predic the class of given data sets.Classification 

predictive Models maps the function from input variable X to output Varible y. The 

classifier uses the dataset as training dataset and testing datasetIf the model is trained 

properly it can classify the output effectively. As discussed before classification falls into 

the category of supervised learning where the targets is given an input data e.g. credit 

approval, heart diseases learners in classification are of 2 types namely lazy learners and 

eager learners. 

1.Lazy learners 

2.eager learners 

 

1.Lazy learners : it stores the data in training and halts untill a testing data occured Hence 

classification is done , it have less training time and more testing time e.g. k-nn, Case-based 

reasoning 

 

 

2. Eager learners 
 

Classification model is given training data before giving it order to classification Here it 

have more training time and less testing time Ex. Decision Based Tree, Naive Bayes, ANN 

 

 

3.5.1 Different Types Of Classifier Used  
 

K Nearest Neighbours - K-nn is a non parametric method of classification in recognizing 

the pattern .Input is given as k closet of training example in feature space Output gives the 

classification. In k-NN classification, the output is given as class membership.

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     Figure 3.5.1 [4] 

 

 

Support Vector Machines - Support vector machines (SVMs, also support vector networks) 

are One of the supervised learning models which analyze the data to give classification and 

regression analysis. Given a set of training examples, each marked as belonging to one or 

the other of two categories, an SVM training algorithm builds a model


 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Figure 3.5.2   [5] 
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Random Forest Classifier - it is used to classify the conditions of buy sell and hold based on 

the predicted value and the market conditions. In random foret classification is done by 

making multitude of different decision trees but in training. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 3.5.3  [6] 
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3.6  Performing Machine Learning 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Figure 3.6.1 
 
 
 
 

3.7  Time Series Forecasting Algorithms 

 Stock Data of MMM is stored into a dataframe called “df”.

 Data is then subnetted and splitted into traing and testing data.

 Different time series algorithms is trained and tested.

 based upon the result of the prediction in trend and error algorithms ae compared

. 

Different types of algorithm that are used are explained below: 
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3.7.1 Simple Exponential Smoothning [7] It comes from the extension of simple 

average and weighted moving average. Here more weightage to the latest data rather than 

old data over time. i.e. more weight is given to the new data. Forecasting is done here by 

calculating average weight of exponentially decreasing weights into the past as defined by 

the formula below. 

 

 

 
 
 

 

where 0≤ α ≤1 and its is called the smoothening parameter and here we take its value 0.6 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7.1 
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3.7.2 Holt winters linear  
 

[8] Holt winters linear model takes ina cooount that time series data have a trend between a 

point a and b. Trend can be increasing and decreasing depending upon the trend and 

exponentially decreasing weights for past data can help in better prediction of trend in stock 

price. Model finds the prameters like residual,level and trend in the data. This can be used to 

predict the future trend of stock. Forecast is now done by level and trend also along with the 

forcast equation. 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7.3 
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3.7.3 Holt winters Method(with seasonality) 

  
[9] Both of the above method have taken into account the importance of exponentially 

decreasing weight and trend of the time series data. Here both of the approaches are valid in 

addition one more property is added to the list and it is seasonality (defined as the how the 

data repeats itself periodically over a period of time) 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

where s is the length of the seasonal cycle, for 0 ≤ α ≤ 1, 0 ≤ β ≤ 1 and 0 ≤ γ ≤ 1. 
 

we have taken the seasonal lenght here as 12 because it is observed that behaviour of t the 

sock repeats itself after every year to some extend. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 
 
 

Figure 3.7.4 
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Figure 3.7.5 
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3.7.3 ARIMA(Autoregressive Integrated Moving Average) 
 

[10] ARIMA finds the correlations in the data with each other rather than just finding the 

seasonality and tred in the data. Athis algorithm have an extension which uses seasonality 

concept it is more accurate than holt winters smoothening method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 3.7.6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 3.7.7
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Chapter 4 
 

Results and Outputs  

4.1 Using Classifier
 

As we can see in the figure given below, one side it shows the predicted counter spread 

of the company future prices, and another figure shows the graph of the company at that 

particular time of year in terms to our prediction and we can observe that much of the 

results are accurate. As we can see that the data spread is mostly saying buy the stock, we 

can be wrong on the hold condition because the training data will never be perfectly 

balanced ever, so supposedly if the model predicted buy then this would be 1722 correct 

out of 4527 which is still good and actually a better score than we got, and we still are 

reaching the above accuracy mark of 33% which is good in a stock market. Many 

conditions will still be there which machines can miss out, supposedly we have our 

conditions to buy, sell, hold and sometimes the model can be penalised, say the model 

expected a 2% rise in the next seven days, but the rise only went up to 1.5% and went 2% 

the next day, then the model will predict buy, hold according to the 1.5% rise in the 

seven days and give the expected spread. A model can also be penalised if supposedly 

the rise went 2% up and then suddenly drops 2% low the next day, this sort of outcomes 

in actual trading would be considerate, and same goes for the model of it turns out to be 

highly accurate. Now looking at the spread and the graph of the company notice around 

the period of 2017 the company was rising in the market so therefore there were actually 

more buys, which rapidly dropped in 2018, but the data we extracted was till 31, 

December 2017 and it shows that at the starting of the year it had lot of buys, hence 1722 

out of 4527 which rapidly was sold just in a short time hence a lot of sells more than the 

holds, giving 1424 out 4527, the model may not be perfectly accurate but has a very 

close range of decisions which can be accepted in real trading or using algorithms to 

trade. 
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Figure 4.1 

 

 

 

4.2 Using Time Series Forecasting Algorithm 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 4.2 
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Figure 4.3 
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Figure 4.4 
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Figure 4.5 
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Chapter 5 
 

Conclusions 
 
 

 

5.1 Using Classifiers
 

We hereby concluded that no trading algorithm can be 100% efficient, not only 100%, 

it will mostly never be close to 70% but to achieve even an accuracy of 40% or 35% is 

still good enough to get a good predicted spread. Although our maximum achieved 

accuracy was 39%, we were still able to closely predict the expected outcome and have 

matched against the company graph. We can make our prediction more efficient by 

including large data sets that have millions of entries and could train the machine more 

efficiently. Different movements of stocks can lead to different raises or lows in the 

predicted price, we can use these movements to judge whether a company should be 

traded in or not. No training Data can ever be balanced, hence there are always some 

imbalance which can be seen in the above data spread, but to still predict close to an 

outcome will also lead to a good strategy if it has higher than 33% accuracy. We should 

be, while devising a strategy should always think to always have minimal imbalance 

while still being above 33% accurate. 

 

We can also conclude that in a stock market, there is possible that some companies 

might not be correlated at all, but mostly can be correlated, and can help judge 

movements of stock accordingly, we can scale correlations and see how much in 

percentages they are correlated. 

 

We can include massive data sets, to increase more efficiency, and in our data set we 

had nan values in tables because of two simple reasons either a particular company 

wasn’t opened during that time of year, or the data is not readily available in both the 

cases we replaced the nan values with 0 which is something that we might want to 

change while developing a trading strategy. 
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5.2 Using Time Series Forecasting Algorithm
 
Following time series algorithms have following root mean square errors based upon the 

error best one is holt winters method and ARIMA 

 

Algorithm Root Mean Square Error 
  

Simple exponential smoothening 9.53 

  

Holt linear method 36.39 

  

Holt winters method(with seasonality) 8.05 

  

ARIMA(best) 8.04 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is Cleary visible above that ARIMA and holt winters method with seasonality is best 

forecasting algorithms which was discussed and forecasting was implemented 
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 Figure 5 
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