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ABSTRACT

Speech recognition technology is one of the engineering technologies growing at a
tremendous rate. It has various applications in different areas and also has many benefits.
There are a lot of people in world suffering from various disabilities; many are blind, some
cannot use their hands efficiently. The speech recognition systems could help such people.
They can share information with people by operating computer through voice input. This
gives the user an ease of controlling the system with the help of speech which gives an
added advantage of quick action delivery, improves productivity, helps disabled people to
use computers, etc. This also helps in aiding people to multitask most of the time while
doing some work. There are various approaches which have enabled speech recognition
and synthesis and that too in various programming languages and platform. In the proposed
approach, they have used Java Speech Application Programming Interface and
CloudGarden’s TalkingJava along with necessary updates. Various commands are
implemented and tested. The VoicePad enables speech synthesis and speech recognition at
the same time. For the performance measurement of the proposed approach, Response time
is considered. Our implementation results shows improvement in response time. Our
application has the ability to run on three operating systems, Windows, Linux and

Macintosh.




CHAPTER 1: INTRODUCTION

1.1 Introduction

We can command our system to do various task like open applications, open

chrome, send an email, open calculator or chat when we are bored.

Some tools translate our voice into text a lot quicker than we could ever type.
Thus it helps to,
e Improve our productivity
e Have accurate results

e Provide extreme ease

Speech recognition is a technology which enables a laptop to catch the words
spoken by a person with use of microphone [1] [2]. These words are then identified by a
speech recognizer, and at last, system will give output of the recognized words. The

procedure of speech recognition contains various steps, discussed below one by one.

An ideal scenario within the procedure of speech recognition is that, a speech
recognition engine acknowledges all words expressed by a person, basically the
performance of a speech recognition engine depends on various factors. VVocabularies,
multiple users and noisy environment are the major factors that are counted in as the

depending factors for a speech recognition engine [3].

The idea of speech recognition began somewhere in 1940s [3],basically the first
speech recognition program appeared in 1952 at the bell labs, that was about recognition
of a digit in a noise free environment [4], [5].




In 1940s and 1950s is the foundational period of the technology of speech
recognition. In these years work ran on the foundational paradigms of the speech
recognition that represents automation and information theoretic models [15]. In the 1960’s
small vocabularies (order of 10-100 words) of isolated words were recognized, created on
simple acoustic-phonetic speech sounds property[3]. Technologies developed were filter
banks and time normalization methods [15].

In 1990s the main technologies developed were the methods for statistical
learning of acoustic and language models, stochastic language understanding and the
methods for implementation of large vocabulary speech understanding systems.

After the five decades of research marketplace has finally encountered the speech
recognition technology, benefiting in various ways. The challenge of designing a
machine that functions like a smart human is still a major task going forward.

Speech recognition technology is one of the engineering technologies growing at a
tremendous rate. It has various applications in different areas and also has many benefits.
There are a lot of people in world suffering from various disabilities; many are blind, some

cannot use their hands efficiently.

The speech recognition systems could help such people. They can share
information with people by operating computer through voice input. This gives the user an
ease of controlling the system with the help of speech which gives an added advantage of
quick action delivery, improves productivity, helps disabled people to use computers, etc.

This also helps in aiding people to multitask most of the time while doing some work.

There are various approaches which have enabled speech recognition and synthesis
and that too in various programming languages and platform. In the proposed approach,
they have used Java Speech Application Programming Interface and CloudGarden’s

TalkingJava along with necessary updates. VVarious commands are implemented and tested.

The VoicePad enables speech synthesis and speech recognition at the same time.

For the performance measurement of the proposed approach, Response time is considered.




Our implementation results shows improvement in response time. Our application has the

ability to run on three operating systems, Windows, Linux and Macintosh.
1.1.1 Types of speech recognition

We can divide Speech recognition systems into various classes based on their
capability of recognizing the words and list of words they consist of. Some classes of
speech recognition are:

1.1.1.1 Isolated Speech

Isolated words normally encounter a break between two utterances. It requires one

utterance at a time but it can accept more than a single word [4].

1.1.1.2 Connected Speech

Connected words or speech is same as isolated speech but separate utterances with

minimum pause between them is allowed.

1.1.1.3 Continuous speech

In Continuous speech the user is allowed to speak naturally. It is also known as

computer dictation.

1.1.1.4 Spontaneous Speech

At a fundamental level, Spontaneous speech can be thought of as speech which is
natural sounding and not rehearsed. An ASR system with this ability must handle different
features of natural speech such as words being run together, for instance "um™ and "ah",

and even slight impediments.




1.2 Problem Statement

Besides the advantages, hundred per cent perfect speech recognition system is not
easy to develop. Various factors lead to decrease in accuracy and performance of the
program. Speech recognition process is a tough task for a machine to accomplish, in
comparison to a human mind speech recognition programs seems less intelligent.

This is due to a human mind is a gift of god and the capability of thinking,
understanding and reacting is usual, while for a computer program it is a difficult task.
Firstly, it needs to understand the spoken words and the meanings, and it has to create an
apt balance between the words, noise and spaces. A human is capable enough to filter the
noise from a speech and on the other hand a machine requires training. A computer needs

to be trained to separate the speech sound from the other sounds generated.

Noise factor: the program needs to capture the words said by a human in a distant and
clear way. Any additional sound or noise can create interference. Firstly, you should keep
system apart from noises and then speak clearly otherwise the machine will face the

confusion and will mix up the words.

Some more problems are:

e Hardware problem which means the connection of the microphone with the
respective speech engines or other programming aspects of connection.

e There is a noticeable lag time between when we say the word and when it appears
on the screen.

e Does not convert audio recordings into text.

e Some applications like Apple’s dictation feature, listens for 30 to 40 seconds as a
default character.

e Recognition of different accents is difficult.




1.3 Objectives

Understanding the speech recognition and its fundamentals.
Working and application of speech recognition in different areas
Implementation of speech recognition as a desktop Application
Developing software that could be used for:

e Speech Recognition

e Speech Generation

e Text Editing

Tool for operating Machine through voice.

Solution Proposed to the problems stated above in the previous section:

The updates of JSAPI cause no problem in connecting the hardware and the speech
engine.

Optimised functions aid us to allow the engine to listen to recorded audio.
Threads if used along with the JSAPI, will remove the problems of lag.

Use of the Sphinx Engine.




JSAPI Engine Updates:

It configures the speech engine by the use of XML configuration file which is a
universally excepted file because XML files provide us with the interoperability between
several programming languages which does not provide any hindrance in interaction with
different types of systems working on different operating systems or applications which

are built using different programming languages.

Each java object is referenced through this file and thus the code area becomes quite

clear which is easy for debugging. It provides speaker independent recognition.

1.3 Methodology

Speech Recognition is an emerging technology because of which many developers
are not accustomed with this technology. While it only takes a few moments to understand
the basic functions of both speech synthesis and speech recognition (after all, most people
learn to speak and listen by age two), there are capabilities which are provided by

computerized speech that developers will want to understand and utilize.

Despite such substantial research over the last 40 years in speech technology, there
are a few limitations in speech synthesis and speech recognition technologies. Speech
technology familiar with natural human-to-human speech communication does not always
meet the high expectations of users. Understanding the disadvantages - as well as the

advantage - is significant for efficient use of speech input and output in a user interface.

An understanding of the abilities and restrictions is also important for developers
in speech recognition in making some decisions like whether an application will be of value

from the use of speech input and output.




This provides a speech synthesizer which connects with a voice model and
performs the operation of text to speech after making a connection with the hardware

(speakers) of the system with the help of Java Speech API’s speech engine.

The speech synthesis is an automatic process by the engine provided by the JSAPI
in which the synthesiser takes in the text as the input, tokenises the text to each words
(which is known as pre-processing), and the words are converted to phenomes. The
phenomes are the pronunciation of letters and words like letters to the engish grammer.
These phenomes are recognised by the speech engine and it converts these phenomes into

sound as output through the speakers.

This also provides a speech recognizer which listens to the words and converts this
speech to text using a dictionary for recognition. The speech recognition is also an
automatic process by the engine by the JSAPI in which the recogniser takes the speech as
the input, matches the pattern of the utterences with its rules, checks the grammar file for
the words to be recognised according to the phenomes and produces a text output for the

application.

NetBeans:
Netbeans is helpful in providing us the following:
e Profiler — for our performance measurement.
e Debugger — for optimising and removing some logical errors.
e Ant build tool — for making an executable JAR file.
e Javadoc generator — for building the map of packages, classes and functions
used in the project.

e IDE - for development of the application.

We have opted Java as our software development programming language because
it is scalable, platform independent and easy to use and access. Certain models already

exist in Java also but again with many issues as discussed earlier.




Our application is a cross platform application which is able to run on Windows,
Linux and Macintosh operating system. This was possible because Java itself is platform
independent. The added feature we gave was that we provided the arrays of system

commands for all the operations.

To tackle some of the problems, we tested a dummy code with the use of updated
engine (as discussed earlier) and Threads. It was believed that the problem of lag is
removed with the help of using threads. Also with the use of Sphinx, even recorded material

if played can be recognized by the speech engine.

Our software is made in two major steps that too in four phases. The first step being
the development of the VVoicePad. With the VVoicePad we can speak into a microphone and,
following successful speech recognition (SR), VoicePad will display the words on the
screen as text. All or selected words can also be spoken back in a text-to-speech (TTS)

voice, through a voice model.

This comprise of two phases, the first being developing the VVoicePad with Text-to-
Speech property and the other being an update with the Speech-to-Text property. The
second major step which is also the third phase is the development of an application which

runs through voice and controls the computer system.




1.5 Organisation

1.5.1 Components of Speech recognition System

1.5.1.1 Voice Input

We use microphone to give input to system while pc sound card creates the

equivalent digital representation of received audio [8] [9] [10].

1.5.1.2 Digitization

The procedure of conversion of an analog signal into a digital form is called
digitization [8]. It consists os sampling and quantization processes. Sampling is a process
of converting a signal which is continuous into discrete. Quantization is a process of

approximating a range of continuous values.

1.5.1.3 Acoustic Model

A model which is made by taking recordings of audio , their text transcriptions and
by using a software that helps create a statistic representations of sounds which make each
word. It is used to recognize speech by a speech recognition engine [8]. Words are broken

into phonemes by a acoustic model software [10].

1.5.1.4 Language Model

Many natural processing languages uses language modelling like speech
recognition which tries to capture language properties and tries to predict the coming word
in speech sequence [8]. Comparison of phonemes and words is done by the software

language in its built in dictionary [10].




1.5.3 Uses of Speech Recognition Programs

Speech recognition is basically used for two purposes. First and most important is
dictation which is translation of words spoken into text. Second is directing the laptop,
which means to create a software that would be capable for user to authorize it and operate

various applications with voice [4][11].

Dictating something helps a person to write 140 words per minute or even more if
he/she can speak fast. This creates an easy way for combining text and helping people
everywhere to compose billions of words using devise in less time than writing it all. This
could help them to save their effort as well as time. A good alternative to keyboard could
be speech technology. If you can’t write or are not willing to write then applications of
speech recognition can help you do everything and anything that you could do with your

keyboard.
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1.5.4 Applications
1.5.4.1 From medical perspective

People suffering from various disabilities can use speech recognition system. It
could be beneficial for people who have difficulty in using their hands. Speech recognition
is used in deaf telephony, such as voicemail to text.
1.5.4.2 From military perspective

Speech Recognition applications are crucial in Air Force. It can reduce workload
of pilot. Beside Air Force, these programs can be trained and used in various applications
like battle management etc.
1.5.4.3 From educational perspective

People who are disable and who have problems with thought-to-paper

communication(they think about an idea and write it on paper which is different) can

benefit from the software. [13].

1.5.4.4 Command and Control
Systems that perform various actions and functions on system are called Command

and Control systems. Speak words like "Open Netscape" and "Start a new browser" will
just do that.

11




1.5.4.5 Telephony

There are some systems that allow user to speak a command

rather than pressing a button.

1.5.4.6 Medical/Disabilities

There are people who have problem in writing due to specific injuries, muscular
dystrophy and so on. For Example, people who cannot hear can use a system that could

convert user’s speech to text.

1.5.5 The future of speech recognition.

* Accuracy would be better.

» People will accept Dictation speech recognition.

«“intelligent systems” would use this technology. This will help to guess what a speaker
wants to say, rather than what he said. This is because people often misspeak and make
mistakes unintentionally.

*Many sound systems like microphone can be designed to adapt to background noises,

various environment, with better recognition of extra noise which would be discarded.

12




CHAPTER 2: LITERATURE REVIEW

2.1
TITLE: Basic Research and Implementation Decisions for Text-to-Speech

Synthesis-System.

Prof. DRAGOS BURILEANU, Speech Technology and Signal Processing Laboratory,
Faculty of Electronics and Telecommunications Department, “Politechnica” Bucharest

University, Romania

Speech synthesis which is also termed as Text-to-Speech is a language-dependent
area of speech technology. The paper presented a fundamental research work and the
related limitations or implementation issues in development of a complete TTS system that
too in Romanian language, emphasizing the language particularities and their influence on
improving the language processing stage efficiency. The first section describes the

standpoint on TTS synthesis as well as the overall architecture of their TTS system.

The sections formulate several important tasks of the natural language processing
stage (input text pre-processing, letter-to-phone conversion, acoustic database preparation)
and the design philosophy of the corresponding modules, implementation decisions and

evaluation experiments.

A distinct section is devoted to an acoustic-phonetic study that assisted the phone-
set selection and acoustic database generation. The paper ended with conclusions and a
description of the work that is currently in progress at other levels of the TTS system.
The paper described the present status of the TTS synthesis system developed, presenting

basic achievements and also recent improvements made at certain processing levels.

13




Several tasks of the natural language processing stage, implementation details and
experimental studies are discussed. Model in the paper follows the already “classical”
structure of a TTS system and consists of a (natural) language processing stage that
produces a phonetic transcription for the input as the text and a number of symbolic marks.

Syntax control and a signal processing stage that transforms the information
received into speech. The system includes pre-processing and syntactic/ prosodic analysis,

which is a unit selection algorithm based on minimum distortion criteria.

The paper emphasized many Romanian language particularities and pointed out the
fact that high-quality synthesized speech can be obtained only if one takes into account to
a deep extent the language-specific linguistic knowledge. Important work is currently in
progress to improve the system performance, especially the naturalness of the generated

speech.

e.g Extensive linguistic and rosodic studies are now being conducted in order to
replace present (simple) manually-created prosodic rules. The part-of speech analysis and
the phrase-level parser will be significantly improved, and a new strategy for stress
assignments is being investigated. The present version of the TTS system provides a very
useful framework both for fundamental research and for further increasing system
performance. Its modular approach and the design philosophy of the constituent modules
permit easy modifications based on research advances or the demands of specific

applications.

14




2.2

TITLE: Voice activated command and control with speech recognition over WiFi

Tony Ayres, Brian Nolan: Institute of Technology, Blanchardstown, Ireland

The paper has conducted work for the development of a voice-activated and control
framework specifically for the control of remote devices in a ubiquitous computing
environment. The research considers three different scenario configurations. A recognition
grammar for command and conirol of the robot has been created and implemented in Java,
in part in the recognition engine and in part on the robot. Network communications 1s
primarily WLAN with an element of IR where the robot 1s concemed.

The speech recognition software used includes Sphinx4d, Microsoft SAPI and the
Java Speech API Speech technologies are compared in the paper with their benefits. For
each given scenario, paper presented and discussed the implementation challenges
encountered and their corresponding solutions, including future plans to create additional
grammars to extend the framework™s range of devices. The ever growing power of these
speech recognition systems, coupled with the provision of wireless and Bluetooth
networking capabilities, opens the door for a host of new applications to be developed and

for old application paradigms to be applied on new frontiers.

With the evolution of the Java platform and language, Java has become suitable for
developing speech applications which can command and control devices. The Java Speech
API | provides speech recognition and synthesis tools for Java applications. The Java
Speech Mark up Language (JSML) [3]. which 1s a subset of XML _and the Java Speech
Grammar Format (JSGF) [4] offer simple but powerful development structures for speech
synthesis development and recognition grammars respectively.

To perform speech recognition, a signal must first be acquired, a digital sample of
the signal 15 then taken and the signal is analysed to extract the features of the speech.
Traditionally speech recognition and synthesis systems have been developed using low
level languages such as C.

The Java Speech API achieves its goal of platform independence by leaving the

implementation of the speech engine to the underlying operating system. However the

15




current version of the Java platform has the necessary tools needed to develop and design
a speech recognition engine based on the process.

The Java Speech Application programming interface, which is in use, is used to
provide a platform independent speech recognition and synthesis interface for Java
applications across different platforms like Windows, Linux or Macintosh.
SunMicrosystems supply a standard references for the Java Speech API, but they don’t
give the implementation. Sphinx, developed at Carnegie Mellon University, is a set of
speech recognition development libraries which can be used to create speech applications.

Currently in development is Sphinx 4, a version of Sphinx written in Java. The
source code for Sphinx 4 is available; however after some testing with the engine they
failed to achieve any significant results (the code had numerous compile errors and no

documentation).
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2.3  TITLE: Controlling Device through Speech Recognition System

Vishakha Karpe, Shilpa Kabadi, Asmita Mutgekar and Manisha Pokharkar,

Department of Computer Eng., Pune, India

Transcription of a
recognized word:open
notepad wordpad.control
panel...
Speech Communication | commands Microsoft

Recognizer interface windows

hello.gram file commandswords file

Figure 2.1-Components of Speech Recognition System [11]

In these years, mouse control has become an important part of human computer
interaction. Speech Recognition 1s the process of automatically recognizing a certain word
spoken by a particular speaker based on individual information included in speech waves.
This technique makes it possible to use the speaker’s voice to venfy his'her identity and
provide controlled access to various services. Speech recognition provides computers with
the ability to listen to spoken language and to determine what has been said. Using speech
recognition we can give commands to computer and the computer will perform the given
task.

The main objective of the project i1z to construct and develop system to execute
commands of operating system by using speech recognition system that 1s capable of
recognizing and responding to speech inputs rather than using traditional means of mnput
(e.g. computer keyboard, mouse), this will lead to save time and reduce effort by the user.
This 1s of great importance to increase the interaction between people and computers by
using speech recognition; especially for whom suffer from health problems, for example,
persons with disabilities from the movement, this technology helps physically challenged
skilled persons.

17




The application stated helps in reduction in hardware requirement and can be
implemented in other electronic devices also. Speech technology 1s a very popular term
right now_ It can be divided into two categories: speech recognition and speech synthesis.
They have each been in style analysis subjects for over four decades. Speech recognition 1s
very demanded and has several helpful applications.

Voice recognition iz employed to map a voice command with 1ts corresponding
action. this can be led to by changing speech to text. The program matches the input voice
with the voice on that it's trained and maps 1t to the simplestattainable result. The speech
recognition engines area unit accountable for changing physical science signals to digital
signals, and soto text. The speech synthesizer engines area unitaccountable
for changing text to a auditory communication.

This method 1st breaks the words into phonemes_ and then converts the phenomes
to understandable formate of the engine which 1s processed and the relevant output 1s
generated. The applications with speech recognition are very helpful for disabled people
who have difficulties in typing

This paper helped us to gather knowledge about different software and hardware
materials which are required while developing a speech recognition system. It also helped

in understanding various terminologies and system design.
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2.4  TITLE: Java Programming Using Voice Input: Adding Java Support to Voice

Christine Masuoka, Dr. Michelle Hugue, Department of Computer Science, University of
Maryland, College Park, USA.

They have studied an application named as Voice Code. It is a commercial
application implemented with speech recognition and an editor is there to translate speech
to code/text. For their project, they added Java support to Voice Code.

Implementation of this Voice Code with Java consisted mainly of commands and
logic changes (loop templates, etc.) and their spoken implementation to the VVoice Code
program. Where possible, they kept the spoken recognized part for Java consistent with

voice forms in different languages.

Two major limitations or disadvantages of VVoice Code are as follows:
e Difficulty of installation procedure

e  Amount of hand use involved in start-up.

They did some tweeks and development in order to reduce these limitations. In
order to reduce the typing word, the mouse work or any work that is to be done with the
hand, they created batch files for different operations and then these batch files were

executed with the help of voice commands.

This is how they reduced most of the hand work. The part for the installation
procedure was to be worked upon as they wished to create an installer which would instal

the application with only a few mouse clicks.

Paper helped us understand the importance of speech recognition and training of
the speech recognition system, which would improve the project development. They helped
us in telling that different words with the same meaning can be used differently in order to

provide different results. This was seen in the case of a “dot” and a “period”.

19




Saying “dot” avoids the addition of extra spaces and avoids capitalization of the
following word, but saying “period™ causes the program to add to extra spaces and to
capitalize the first letter of the next word. Presumably_ if the user dictated enough code and
added enough class and method names to the vocabulary and trained system by reading
those into the microphone, the user would not need to explicitly format those symbols, but
even then, the user would still need to dictate lots of punctuation_ and in the meantime the
user would have to explicitly format for capitalization, correct spelling, and manually
delete the spaces that system automatically will put between each word.

The paper also posed a reason as to why java should be used while developing
speech recognition system. More extensive Java support has the potential to greatly henefit
programmers who have difficulty using their hands. Java is the language used for the
Computer Science AP exam_ and 15 a fairly common language for introductory computer
science classes. For their project, they have designed | developed and added basic Java
support to Code.

20




25  TITLE: Speech Recognition as Emerging Revolutionary Technology

Parwinder Pal Singh, Bhupinder Singh, Computer Science and Engineering Department,
IGCE, PTU Kapurthala

output text
oraction

input speech signal from
microphone

words or phonemes task specific words,phrases
and sentences

Fig. 2.2-Flowchart of Simple Speech Recognition System [12]

According to them_ speech recognition 1s a new technology in the field of computer
scienice and artificial intelligence. It has changed the way we communicate with the
computer and other devices like smart phones. It 15 a major area of interest for research in
this field which 1s related to artificial intelligence as neural networks and context awareness

can be extended to speech recognition and speech synthesiser systems and applications.

From thiz paper, we got to know that there are mainly three types of speech

recognition systems which are as follows:-

» Speaker dependant- A number of voice recognition systems are available on the market.
The most powerful can recognize thousands of words. However, they generally require
an extended training session during which the computer system becomes accustomed to
a particular voice and accent. Such systems are said to be speaker dependent. A speaker

dependent system is developed to operate for a single speaker.

21




® Speaker independent - A speaker independent system is developed to operate for any
speaker of a particular type (e.g. American English). These systems are the most
difficult to develop, most expensive and accuracy is lower than speaker dependent
systems. However, they are more flexible.

* Speaker adaptive - A third vanation of speaker models 1s now emerging, called speaker
adaptive. Speaker adaptive systems usually begin with a speaker independent model and

adjust these models more closely to each individual during a brief training period.

Then we came to know that the microphone converts the voice signal to an analog
signal. This 1s processed by the sound card of the computer (in our case it 1s a Fealtek
sound card for Windows operations), which takes the voice signal to the digital stage. Input
from user 1s also known as voice utterances of the words. This 1s the binary form of 1s and
Os that make up the machine language stage of computer programming languages.
Computers do not hear sounds in any other way. Sound-recognition software has acoustic
models (An acoustic model is created by taking audio recordings of speech, and their text
transcriptions, and using software to create statistical representations of the sounds that
make up each word.

The paper introduces the basics of speech recognition technology and also
highlights the difference between different speech recognition systems. In this paper the
most commeon algorithms which are used to do speech recognition are also discussed along

with the current and its future use.
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CHAPTER 3: SYSTEM DEVELOPMENT

Some of the already existing software of the similar concept, as we all know are
Voice Search by Google / Android, Siri by Apple, and Cortana by Windows. But as we
have already discussed that there are certain issues with them and our project’s sole purpose

is to get rid of the maximum issues as we can.

We have opted Java as our software development programming language because
it is scalable, platform independent and easy to use and access. Certain models already

exist in Java also but again with many issues as discussed earlier.

Our application is a cross platform application which is able to run on Windows,
Linux and Macintosh operating system. This was possible because Java itself is platform
independent. The added feature we gave was that we provided the arrays of system

commands for all the operations.

Java speech models exist with the following steps:

Fig 3.1-Existing Model

To tackle some of the problems, we tested a dummy code with the use of updated
engine (as discussed earlier) and Threads. It was believed that the problem of lag is
removed with the help of using threads. Also with the use of Sphinx, even recorded material

if played can be recognized by the speech engine.
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Existing

Model Updates

Figure 3.2-Proposed Model

Our software is made in two major steps that too in four phases. The first step being
the development of the VVoicePad. With the VVoicePad we can speak into a microphone and,
following successful speech recognition (SR), VoicePad will display the words on the
screen as text. All or selected words can also be spoken back in a text-to-speech (TTS)

voice, through a voice model.

This comprise of two phases, the first being developing the VVoicePad with Text-to-
Speech property and the other being an update with the Speech-to-Text property. The
second major step which is also the third phase is the development of an application which

runs through voice and controls the computer system.

It follows the following steps:

Database of
commands

Voice recognition

to compare the
commands

Match and
execute the
I INENS

Figure 3.3-Voice Control System Model
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The final phase 1s the integration of the VoicePad and the Voice Control
Application, as well as fixing errors 1f any_

For our software development process we are using the Iterative Model of Software
Development Life Cycle. In Iterative model, tterative process starts with a simple
implementation of a small set of the software requirements and iteratively enhances the
evolving versions until the complete system 1s implemented and ready to be deploved.

gukad Design & Testi Implementation
Development e 5
Build 2 i i 1 i i
Requirements L Design & Testing Implementation
Development
e N ——— | —

\ - N\ [~ "~

Build 3 Design & - —
Development esting plementatio

) N N

Figure 3.4-1terative Model

An terative life cycle model does not attempt to start with a full specification of
requirements. Instead, development begins by specifying and implementing just part of the
software, which is then reviewed in order to identify further requirements. This process 1s
then repeated, producing a new version of the software at the end of each iteration of the
model.
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Requirements:

1.6 GHz Processor System
128 MB RAM System
Microphone

Sound Card

NetBeans

Visual Paradigm

Windows XP or above
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Figure 3.5-Proposed System Architecture
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l
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Figure 3.6-Flow Chart (1)
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Figure 3.7-Flow Chart (2)
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The proposed architecture uses Java Speech Application Programming Interface
along with other JAR files.

+ A speech-enabled application does not directly interact with the audio
hardware of the machine on which it runs.

« The speech engine interacts with the audio hardware.

« The Java Speech API provides a standard and consistent way to
access the speech synthesis and speech recognition functionality
provided by the speech engine.

This provides a speech synthesizer which connects with a voice model and
performs the operation of text to speech after making a connection with the hardware

(speakers) of the system with the help of Java Speech API’s speech engine.

The speech synthesis is an automatic process by the engine provided by the JSAPI
in which the synthesiser takes in the text as the input, tokenises the text to each words
(which is known as pre-processing), and the words are converted to phenomes. The
phenomes are the pronunciation of letters and words like letters to the engish grammer.
These phenomes are recognised by the speech engine and it converts these phenomes into

sound as output through the speakers.

This also provides a speech recognizer which listens to the words and converts this
speech to text using a dictionary for recognition. The speech recognition is also an
automatic process by the engine by the JSAPI in which the recogniser takes the speech as
the input, matches the pattern of the utterences with its rules, checks the grammar file for
the words to be recognised according to the phenomes and produces a text output for the

application.

30




Our application development began when we were impressed by the existing
systems which enabled us to speak to our devices or applications, and then we were
motivated to remove certain problems that are occurring in these applications by
developing a more efficient application with less problems. We began our research of
speech synthesis and speech recognition with the use of Java programming language and

began our development with the iterative process.

At first a general user interface of the VVoicePad was developed with the use of Java
swing and AWT. Initially it had two menus, a file menu and a speech menu. The file menu
has various options like new file option to open a new file to edit, open file option to open
an existing text file, save option to save the file which is opened in the editor and finally
the exit option to close the VVoicePad. The speech menu has options including play, pause,
resume and stop options for text-to-speech facility in our application. Later on, when the
voice command control application was developed, speech recognition to not interfare in
with the speech synthesis, a listen menu was incorporated which has options of hearing and
stop hearing the user for speech recognition facility in our application.

Then our VoicePad was integerated with our main application of Jiffy providing
two options, one to open the VicePad and other to open the Jiffy voice control application
which would only listen to our voices which would be commands and then it would execute

those commands which we have spoken.
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We include the following JARS:

JAR (Java Archive)

[Collection of text, class files, audio, etc]

jsapi.jar freetts.jar jicloudgarden.jar@ Cmu_us.jar
[Speech Engine] [Synthesizer] [Recogniser] [Model-Kevin]

Figure 3.8: JAR Files

In the application, the first class is executed named finalProject which gives us two
choices :- one for VoicePad and one for Jiffy. We named our application as Jiffy because
of the performance measurement with respect to the response time(which is improved).

Then, if we choose VoicePad, a notepad like window appears which gives us the
feature of writing text, listen to the written text, open and save text file and most
importantly, speak out to the VVoicePad so that the words which we are speaking can be

listened by our application and is written out on the text editor.

If we choose Jiffy, it executes JiffyFrame and Jiffy classes which opens a window
which has the name “Jiffy” on the top, an animation, a status bar (which shows which
command we have said to execute), and a list of commands which we can say out loud to

our application to execute through speech recognition.

Our Jiffy has the ability to open calculator, open notepad, open paint application,
open chrome, open google on chrome and close the application. We can open any
application which is installed on the system but we have to put the details of the application
in our Jiffy for execution. Once our grammar file has a lot of words, we can even search

for anything on google or any other search engine on any browsers installed.
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Our application is a cross platform application which is able to run on Windows,
Linux and Macintosh operating system. This was possible because Java itself is platform
independent. The added feature we gave was that we provided the arrays of system

commands for all the operations.

This array was indexed as zero for Linux, one for Windows, and three for
Macintosh. Our implemented logic, first detects the operating system, then uses these
arrays of system commands to execute a voice command as per the operating system on

which the application is running.
We tested our implemented project by taking all the necessary files and making an

excutable JAR file for Jiffy project. This executable JAR file was tested on Linux operating

system and Macintosh operating system, where our Jiffy was working as per expectations.
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Figure 3.9-Use Case Diagram
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Previous phases of the software development:

VoicePad

~ps : JScrollPana = null Speak

~texthraa : JTextArea = nul 1 voicaPad ~fecognizer : Recognizar
~fileChoosar : JFikeChoosar = null = :int=0

~manuBar : JManuBar = null micePad | VoicaPad = new VoicaPad()

~filkaManu : JManu = null -
aschMany © JhManu = rull +rasultAcoaplad{rasultEvant : RasullEvant) : viaid

Tt =R L v Ty #mainfams : String 1) : woid

—opanhanultam : JManultem = null
—savahManultam : JManu ltam = null
—enithdanuliam : JManuliam = null
~playManultam : Manuliam = rul
—pausaManultam | JManultam = Aull
~rasumeahManultam | JManultam = null
—stapManultam : JManultam = null
—myActonListanar : ActionListanar = null
-synthasizar | Synthasizar = null
—waica | VWaica = null

~viagicaMama : String =™
-\OICE_SELECTED : String = "kevin16’
+\oicaPad()

~init] ) : woid
~initSpeachSynthasisEnginal) : vaid
~chasaSpaachSynthasisEngina() : waid
—gaiVoicaPadManuBar() ; JManuBar
—gatFikMeanul) : JManu

—ga thewhanultam| ) : JManultam
—gatOpanhManultam() : JManultam
~gatSavaManuliam() : JManultam
—patExithManultam() ; JManultam
~patSpeachiManu() : Jhanu
—patPlayhanultem() : JManultam
—gatPausahanultam|) : JManuliam
~ga tResumeaianultam( ) : Jhanu bam
~gatStapManu ltam() : JManultam

Figure 3.10-Class Diagram
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Full development of the software:

Figure 3.11-Class Diagram (Full)
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WoicePad fileChooser : JFileChooser nndClaser : WindowAdapter

sd VoicePad VP Sequence Diag EIIT‘IIJ

: WoicePad
) ) I
1: VoicePad() |
® -
1.1: setSize(800, 600)
1.2 init{)  void
1.3 fileChooser : JFileChooser

e

I
1.4; setCurrentDirectory(new File(™."})

1.5 wndCloser | WindowAdapter

1.8 addWindm-.fListenr_;r[wnd Closer)
1

Figure 3.12-VoicePad Sequence Diagram
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Figure 3.13-In
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WoicePad textirea : JTextfrea ps:JScrollPane

getContentPane) : getContentPane)

sd VoicePad initV'C Seqguence Diagram)

getContentPane() : getContentPane()

: WoicePad
A ) I
11 init(}) : woid |
-
11 texthrea : JTextArea
F-- -
!
12 ps : JScrollPane
————————————— o>

T

|

| |
1.3: getContentPane() I

|

|

i

|
|
i
I
|
|
|
|
|
I
|
|

1.5: append("Greetings respected Faculty to the Voice-enabled editor.”)

1.6: initSpeechSynthesisEngine() : void
1
|
|
|
|
i

1.7: set)MenuBarigetV cicePadMenuBar( ))

.i___ 18 o]

Figure 3.14-Init Speech Sequence Diagram
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Figure 3.15-main() Sequence Diagram
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P Speak

result : Result

sd VoicePad result Sequence Diagram J

: 3peak

1! resultdcce pted{result Event : ResultEvent) : void

result | Result

1.1: getBestTokens()

FJ_
loop
[nindex < e
alt
[x == 0]
O<—- 2 ——
.

g

Figure 3.16-ResultEvent() Sequence Diagram
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DWoicePad playbdenultem : JMenultem myfctionlistener : ActionListener

sd VoicePad play Sequence Diagram)

: VoicePad

T
1: get PlayMenultem() | JMeanultem
L

1.1 playMenultem : JMenultem

1.2 myActionListener : ActionListenar

——————————————— e
|
|
|

1.3 setMnemeonicp’)

|
1.4: addActionListe nermyActionListe ner)

e
A
!
|
|
|
]

Figure 3.17-Play Voice Sequence Diagram
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D WoicePad synthesizer : Synthesizer

sd VoicePad closeSpeech Sequence Diagram )

: VoicePad synthesizer : Synthesizer

1! closeSpeechSynthesis Engine() | void

® P

alt

[try]

ﬂF"tJ
[synthesizer = null
1.1: deallocate )

[catch Exception]

oy

1.2: closeSpeech Syntﬁ esisEngine() : vo
!
I

.{___ 1.3 _ _ _ |

Figure 3.18-CloseSpeech Sequence Diagram
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CHAPTER 4: PERFORMANCE ANALYSIS

The performance of the software 1s measurable by only measuring the efficiency of
the speech engine used in the project as well as its related components which are used. One
of the simplest and earliest approaches to pattern recognition is the template approach.

Matching 15 a generic operation in pattern recognition which 1s used to determine
the sumilarity between two entities of the same type. In template matching the template or
prototype of the pattern to be recognized 1s available.

4.1 Data-Flow Analysis Algorithm

We have used the CloudGarden Java Speech API for Java speech recogmtion and
the FreeTTS for Java speech synthesis. The performance measurement for our application
was done through data-flow analysis algorithm which measures the response time for

various factors like the flow of data , execution time and allocation time.

Profiling 15 achieved by instrumenting either the program source code or its binary
executable form using a tool called a profiler (or code profiler). Profilers may use a number
of different techniques, such as event-based, statistical instrumented, and simulation
methods.

And luckily, NetBeans has an inbuilt profiler attached to 1t which works effectively

in analyzing the project being worked on.
NetBeans profiler 1s a fully featured Java profiling tool integrated into the NetBeans IDE.
The features include CPU, memory, threads, locks and SQL queries profiling as well as
basic VM monitoring, allowing developers to be more productive in solving and analysing
performance and memory 1ssues.
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Now, to measure the data flow, time of execution, threads allocation, indexing of
arrays, and overall performance, we apply the Data-Flow Analysis Algorithm
A data-flow algorithm gathers information about the definition and use of data 1n a
procedure or a set of programs. The algorithm 1s usually applied to some intermediate
representation of a program_ In this, we have a single entry control flow and each part
affects the data nad execution time of the program. Data-flow algonthm gather this local
information and infer global data flow from it.

The information 15 derived by the help of Profiling

Profiling 1s an important resource i1 the empirical analysis of an algorithms running time.
Measuring time spent on different segments of a program can pinpoint a bottleneck 1n the
program’s performance that can be missed by an abstract deliberation about the algorithm’s
basic operations. The process of getting such data 15 called profiling. In simple words In
software engineenng, profiling ("program profiling”, "software profiling") 1s a form of
dynamic program analysis that measures, for example, the space (memory) or time
complexity of a program_ the usage of particular instructions, or the frequency and duration
of function calls. Most commonly, profiling information serves to ad program
optimization and performance analysis.
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It tells us:

- Telemetry - displaying actual CPU utilization and GC overhead, heap size and
usage, surviving generations and GC intervals, numbers of threads and loaded
classes.

- Methods - displaying call trees and hot methods, execution times and optionally
invocation numbers.

- Objects - displaying live or all allocated objects with numbers of instances and
total size, optionally showing allocation call trees.

- Threads - displaying process threads, times and states in a timeline.

Comparing existing model and system:
As we can see, by the study of Willie Walker, Paul Lamere, and Philip Kwok[19],

the time taken by the system is as shown in the table by them.

Flite
IEE."::::;E 1-CPU Time [2-CPU Time
1 13ms 11lms
2 2Ims= 18ms=
5 40ms= 34ms=
10 TOms 68ms
100 1034ms 813ms=

Figure 4.1-CPU time for Flite [19]

47




Now the main agenda is what we have changed. We have incorporated freeTTS
developed by Sun microsystems along with the cloudgarden speech api. Cloudgarden

speech api is only for speech recognition purposes that we have implemented in the project.

We were lucky enough to find that the process of Profiling is an added inbuilt
feature in NetBeans which we were using for our application development. Netbeans was
also helpful in providing us the following:

e Profiler — for our performance measurement.

e Debugger — for optimising and removing some logical errors.

e Ant build tool — for making an executable JAR file.

e Javadoc generator — for building the map of packages, classes and functions

used in the project.

We did the profiling through NetBeans on our project with the welcome words as
the string:

"Greetings respected Faculty to the VVoice-enabled editor.”
And then we closed the application and checked the result. And we measured the

execution of the speaking of the text to be only 16.5 ms which is even less than two words

spoken in the above comparison.
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Figure 4.2-CPU time for the system developed

|6}, speak.java X | () cpu: 11:32:37PM = x| =
g|giew: [ Classes ~ |Q%.§'||’jﬂ

Call Tree - Class Total Time [%] +  Total Time Total Time (CPU)

£ main ] 3,431ms [100%) 2,665 ms

% voicepad. Speak ] 3,431 ms | 2,665 ms

1% voicepad. VoicePad ] 2,645 ms | 2,104 ms

- {5) com.sun.speech.engine. BaseEngine - 1,223ms (3 1,223 ms

- (D) javax.swing. JFileChooser [ ] A57 ms ) 315 ms

(5 javax.speech. Central [ | 216ms (5.3%) 216 ms

\_L,l javax.swing.JFrame I 138 ms  [4%) 138 ms

- (D) javax.swing. JTextArea | ( 115 ms

(5 javax.swing.JScrollPane | 31.4ms

-5 javax.swing. JMenu | 3.4 ms

- (D) java.lang. ClassLoader | { ) I1.3ms

(1) Self time 0.000ms  [0%) 0.000 ms

----- (5 com.doudgarden.speech. CGRecognizer B 411ms (12 186 ms

----- (L) javax.speech.Central [ | 21ims | 11ims

----- (8 java.awt. Window | 100 ms | 100 ms

----- l._‘) java.awt, Component | 30.9ms | 30.9ms

----- (L) com.sun.speech.engine.synthesis. BaseSynthesizer | 16.4ms | 16.4 ms

----- (5 java.lang. ClassLoader | 15.5ms | 15.5ms

----- (D) Self time 0.000ms (0% 0.000 ms

[+-E0 AWT-EventQuene-0 0.000ms  [0%:) 0.000 ms

And the whole execution including speech recognition, GUI by swings and AWT and Text-

to-Speech was completed in merely 3 seconds.

It is clearly seen that the performance of our system is beyond comparison.
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Measured response time of various classes (Focus on the highlighted part):

For speech Synthesis:

Call Tree - Class

EHII AWT-EventQueune-0

- % java.awt. EventDispatchThread
-3 java.awt. EventQueue

E com.doudgarden.speech., SpeechEventQueue

Total Time [.. + Total Time

.7 fms (0

1,053 ms (100%)
1,053 ms (100%:)
1,043 m= (35.1%)

0.000ms  [09)

EHII main
=% finalProject. FinalProject
-3 finalProject. Choice

For speech Recognition:

151 ms {100%)
151 ms (100%)
0.5 ms (45,
50.6ms (3
20.0ms (1
8. 79ms (6.5%)

0,000 ms

Call Tree - Class

[=--E0 AWT-EventQueue-0

>

B- % java.awt EventDispatchThread

---'E java.awt. EventQuens

EI‘E com. doudgarden.speech. SpeechEvent(ueue
E} % com.doudgarden.speech, RunnableSpeechEvent
EI‘E com. doudgarden. speech, CGRecognizers3
EI %4 com.doudgarden.speech. CGRecognizer

finalProject. Jiffy

(L) java.awt. Window

L) java.lang. Runtime

(L) java.lang. ClassLoader
0 finalProject. JiffyFrame
(T java.lang. System

Total Time [%] + Total Time

0,000 ms

Mo,

I 5068 ms (1
I :068ms (1
2,168 ms (70,
899 ms |
348 ms |
348 ms |
348 ms |
848 ms |
667 ms (21 )
127 ms (4.2%)
42.0ms (1.4%)
10.7ms (0

Mo,

Even our recognizer took only 0.8 seconds to execute or we can say that to recognise and

process our speech commands.

50




CHAPTER 6: CONCLUSION

Major benefits upon implementation of the project involve:

*  Anyone who iz tired of ordinary mouse control or key-typing might find voice
control useful.

* Helpful for abled-people which have difficulties in typing and mouse control. Thesze
difficulties can be due to any physical condition.

*  Aids the people who tend to multitask most of the time (eg. People can listen to

their documents while doing some other work or household chores).

There 1s always a need to modify and add features according to the growing
technology. We know there 15 profitability for modifying the technology to compete the
market. Even though there are certain disadvantages and limitations to these systems due
to lack of funds and limited scope and time available to us, they can be overcome by making

certain changes and enhancements to our current system.

6.2 Future Scope

On implementing the system_ we can assert with confidence that such systems can
be used for a vanety of applications. This system can be used for a vanety of other
applications such as in cars for assisting the dnver for manoeuvning, picking up a call,
changing songs via voice while driving and many others to name a few. Unigue
identification of voice 1s often of utmost importance in many sectors of idustry. The
speaker recognition system can be used for various security applications such as password
authentication of bank account or homes or even high profile offices. The algorithms used
in this project are uniformly accepted and recognized and are used for practical
mmplementation of such systems. The market for voice implemented systems 1s

continuously growing and need for systems like these are also increasing.
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Appendices

CODE:
1 package finalProject;
2
3 [
4
5
6l L
7 B import java.awt.*:
g import java.awt.event.*;
9 - import javax.swing.*®;
10
11 cla=ss Cholioe extends JFrame {
12
13 Jiffy jiff = null:;
14
15 JButton bvoicePad = null:;
16 JButton bocommand = null;
17
18| =] public Choice() {
19
20 bvoicePad = new JButton{"VoicePad"):
21 bocommand = new JButton("Jiffv"):
22
23 [= bvoicePad.addActionListener (new Actionlistener() {
24 @0verride
@ [ public void actionPerformed (ActionEvent ae) |
A new VoicePad():
27 H
28| P
29
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30 bocommand . addActionListener (new ActionListener() {
a3 BO0verride

@ = public void actionPerformed (ActionEvent ae) {
33 setVisible (false) ;

34

35 Jiff = new Jiffy():

38 Jiff.Speak():

3T r }

38| i

39

40 bvolicePad.setPreferredSize (new Dimension (200, 100));:
41 bocommand.setPreferredSize (new Dimension (200, 100)):
42

43 setLavout (new FlowLavout ()):

44 zetS5ize (500, 200):

45

44 add (bvoicePad) ;

47 add (bcommand) ;

48

a9 [-] WindowListener wndCloser = new Windowhdapter() {

50 @0verride

@ [ public woid windowCleosing (WindowEwvent =) {

52 Svstem.=sxit (0);

53 r }

54 ¥r

55

o6 addWindowListener (wndCloser) ;

57 Dimension dimension = Toolkit.getDefaultToolkit().getScreenSize();
58 int x = (int) ((dimension.getWidth() - getWidth{)) / 2):
59 int v = (int) ((dimension.getHeight() - getHeight()) [/ 2):
a0 setLocation(x, ¥):

6l - }

62 }

63

64 public class FinalProject {

65

66 public static void main(String[] args) {

a7

68 Choice c = new Choicel():;

69 c.2etVisible (true) ;

70

71 }

T2 }

73
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L B T A

L S L R I T oI = B I
L T N e L LA I T I Sy =

package finalProject;

import java.io.I0Exception;
import javax.speech.EngineException;
import javax.speech.recognition.?®;

public class Jiffy extends ResulthAdapter {

static Recognizer recognizer:
static VoicePad volc=Pad;
static JiffyFrame 7 = null;

static Loading 1 = null:;

static int
static int

int operati

String[] st

String[]

String[] |

String[] epad command = {"g
String[] paint command = {"gn

public Jiffy(){
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30
sl
32
33
34
35
36
37
38

40
41
42
43
44
45
48
47
48
445
50
al
52
53
54
33

57
58

=

1 = new Loading():
i.createAndShowlUI () ;

String 05 = System.getProperty("o=z.name") ;
05 = O05.=splic (" ") [0]:
Bystem.out.println (05) ;
if ("Linux".equals(05)) {

operatingSystem = 0;
} else if ("Windows".egquals(05)) {

operati
} else if ('

ngSystem = 1;
" equals (05)) {

operatingSystem = 2;
} else {
throw new RuntimeException ("Unsupported operating system.

public Jiffy (VoicePad wv) {

public void resultAccepted (ResultEvent resultEvent) {
REesult result = (Result) (resultEvent.getSourcel()):
EesultToken resultToken[] = result.getBestTokens ()
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59 if (v == 0) {

&0 J = new JiffyFrame();

[ J.zetVisible (true) ;

[ i.frame?.dispose ()

63 ¥l

64 }

&5 for (int nIndex = 0; nIndex < resultToken.length; nIndex++) {

66 if (voicesPad '= null) {

67 if (x = 0) {

[1:] volcePad, texthrea.setText ("")

L HA+;

70 }

@ boolean save = "Jiffv-Co Save".equals (resultToken[nIndex] .getSpokenText () .toString());
72 if (=ave) {

73 volcePad.getSaveMenultem () .doClick() ;

74 } else {

75 volcePad.texthrea. append (resultToken[nIndex] .getSpokenText ()| + ™ ")
76 }

77

78 System. cut.print (resultToken[nIndex] .getSpokenTexrt ()} + " "):

75 } else {

80 Ty {

81 execute_commands (resultToken, nIndex);

82 } catch (ICException ex) {

83 System.cut.println("=x = " 4+ ex):;

g4 }

85 }

g6 }

87| -

43 String VOICE SELECTED = "kevinlé":

48 Jiffy jiffy:

47 = public VoicePad() {

48

49 super ("VoicePad"™) ;

50 get5ize (800, €00):

51

=) init():

53 Jjiffy = new Jiffy(this);

54 fileChooser = new JFileChooser():

55 fileChooser.setCurrentDirectory (new File(".")):
56

57 E% WindowListener wndCloser = new WindowAdapter() {
e public void windowClosing (WindowEwvent e) {
59 clozeSpeechSynthesisEngine ()

&0 System.=xit (0) ;

6l }

62| }:

63 addWindowListener (wndCloser) ;

64 Dimension dimension = Toolkit.getDefaultToolkit() .gecScreenSize() ;!
&5 int = = (int) ((dimenzion.getWidth() - getWidth()) / 2):
L1 int ¥y = (int)} ((dimenszsion.getHeight () - getHeight()) / 2):
&7 setlocation(x, ¥):

68

69 setWVisible (true) ;

70| - }
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135

list.add(blankl):

136 li=t.add (ocptions) ;

137 list.add(blank2) ;

138

139 main.add (name) ;

140

141 infi.setPreferredS5ize (new Dimension (400, 300)):

142 main.add (infi);

143

144 main.add (status) ;

145 main.add{list);

144

147 add (main})

148 getContentPane () .setBackground (Color.black) ;

1439 setS5ize (400, 600);

150 setlUndecorated (true) ;

151 Dimension dimension = Toolkit.getDefzultToolkit () .getScreenSize():
152 int ® = (int) ((dimension.getWidth() - getWidth{)) / 2):
153 int v = (int) ((dimension.getHeight () - getHeight()) S 2):
154 setLocation(x, ¥):

155

154
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pukblic void createAndShowUI () {

try {
frame? = new JFrame ("Image™) ;
Image image = Toolkit.getDefaultToolkit() .getImage ("video-loading
Loading imagePanel = new Loading (image):

frame?2.add (imagePanel) ;

.g2etUndecorated (true) ;

pack():

frame?.setS5ize (500, 400);

Dimension dimension = Toolkit.getDefaultToolkit().getScreenSize();
int ®x = (int) ((dimension.getWidth() - frame2.getWidth{)) [ 2):
int v = (int) ((dimension.getHeight() - frame2.getHeight()) / 2):
frame?.setLocation(®, Vv):!

System.out.println ("hogayvali™);

frame?.setVi=sible (Crue);
System.ocut.println("hogay

ad"):

catch (Exception e) {
e.printStackTIacE[]ﬂ
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Screenshots:

Figure A.1: Use of NetBeans:

O FinalProject - NetBeans IDE 8.0.2

File Edit View Mavigate Source Refactor Run Debug Profile Team Tools Window Help

<default config>

PSS 9DE

JO T P-B-B-

Projects X | Services

@FinalProject.java X|@ Jiffy.java X‘@ VoicePad.java X‘@Jifﬁﬁame.java X|@Lcading.Java b4

=& FinalProject
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E} |5 Source Packages

B 5 finalProject

@ FinalProject.java
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VoicePad.java
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E} /5 Source Packages
Lo [ practic
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- project
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-8 |eT SR

i@ | & =

3 = T 3
4

5| L «

[ package finalProject:

7

8 [ import java.awt.Graphica;

9 import java.awt.Image;

10 import javax.swing.JFrame;

11 import javax.swing.JPanel;

12

13 import java.awt.*®;

@ - import javax.swing.*®;

15

16 public class Loading extends JPanel {
17

18 public JFrame frameZ = null;
19 private Image image;

20

21 Loading() {

22 T System.out.println(

23 }

24

25 Loading (Image image) {

26 this.image = image;

27 System.cut.println("h

28 H

29

30 @Cverride

public void paintComponent (Graphics g)

{

- S omwrsar  rarra wmew  Tllmas el W

- VoicePad

Jiffy
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Figure A.2: VoicePad
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Figure A.3: VoicePad in action
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Figure A.4: File Menu
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Figure A.5: Speech Menu
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Figure A.6: Jiffy

Status

ShutDown
Restart
Calculator
Notepad
Paint
Chrome
Google

Word

Close

64




65




