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ABSTRACT 

 

As the world is currently engaged with Internet for all its work and will continue to do so in 

future . Now the mundane works of the users are seeking the help of Artificial Intelligence 

for its effectiveness and for its learning.  Going ahead, AI algorithms will be fused into an 

ever increasing number of ordinary applications. For instance, you should need to incorporate 

a picture classifier in a Smartphone application. To do this, you'd utilize a deep learning 

model prepared on countless pictures as a feature of the general application architecture. A 

huge piece of programming improvement later on will utilize these sorts of models as 

common parts of uses. 

In this project, we'll train a image classifier to classify distinctive types of flowers. You can 

imagine utilizing something like this in a phone application that reveals to you the name of 

the flower your camera is taking a look at. In practice, you'd train this classifier, at that point 

send out it for use in your application. We'll be utilizing this dataset of around 100 flower 

categories.  

 

When we will finish this undertaking, we'll have an application that can be trained on any 

arrangement of marked pictures. Here your system will find out about flowers and end up as 

an command line application. In any case, the use of the task is altogether subject to the 

client. 
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CHAPTER 1: INTRODUCTION 

 

1.1  Introduction 

 

When it comes to identifying pictures, we people can obviously perceive and recognize 

distinctive features of items. This is on the grounds that our brains have been trained 

unconsciously with a similar arrangement of pictures that has brought about the 

advancement of capabilities to separate between things easily. We are not really 

conscious when we interpret the real world. Experiencing distinctive elements of the 

visual world and recognizing effortlessly is a no test to us. Our subconscious mind does 

every one of the process with no issue. 

In opposition to human brains, computer sees visuals as a variety of numerical qualities 

and searches for patterns in the advanced picture, be it a still, video, realistic, or even 

live, to perceive and distinguish key highlights of the picture. The way in which a system 

interprets a picture is totally not quite the same as humans. Computer vision utilizes 

picture handling calculations to analyze and understand visuals from a solitary picture or 

an arrangement of pictures. A case of computer vision is distinguishing people on foot 

and vehicles out and about by, arranging and sifting a great many user uploaded pictures 

with accuracy. 

Thinking about the developing capability of computer vision, numerous organisation are 

investing into image recognition to analyze and investigate information coming 

essentially from visual sources for various uses, for example, medicinal image 

examination, identifying objects in independent vehicles, face detection for security 

reason, and so forth.  

 

Image recognition is the ability of a software or system to identify objects, individuals, 

places, and activities in images. It utilizes machine vision advances with artificial 

intelligence and prepared calculations to recognize images through a camera system. 

Much fuelled by the ongoing progressions in machine learning and an expansion in the 

computational intensity of the machines, image recognition has surprised the world. Car, 
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internet business, retail, producing ventures, security, observation, social insurance, 

cultivating and so on., can have a wide utilization of image recognition. 

 

Uses-  

 

Drones: 

Image recognition capabilities equipped drones can provide inspection, vision-based 

automatic monitoring, and control in remote area. 

 

Manufacturing: 

Investigating creation lines, assessing basic focuses all the time inside the premises. 

Observing the nature of the last items to lessen the imperfections. Evaluating the state of 

the laborers can help fabricating enterprises to have a total control of various exercises in 

the frameworks.  

 

Autonomous Vehicles:  

Self-sufficient vehicles with image recognition can distinguish exercises out and about 

and take important activities. Smaller than expected robots can help coordinations 

ventures to find and exchange the articles starting with one place then onto the next. It 

additionally keeps up the database of the item development history to keep the item from 

being lost or stolen. 

 

Military Surveillance:  

Identification of irregular exercises in the fringe regions and programmed basic 

leadership abilities can help counteract invasion and bring about sparing the lives of 

officers. 

 

CNN- Convolutional neural networks are deep neural networks that are utilized to 

arrange pictures , bunch them with similarity , and perform object recognition. They are 
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algorithms that can recognize things, people, road signs, platypuses and numerous 

different parts of information.  

 

Convolutional networks perform optical character recognition (OCR) to digitize content 

and make natural-language processing possible on simple and written by hand reports, 

where the pictures are images to be interpreted. CNNs can likewise be connected to 

sound when it is spoken to outwardly as a spectrogram. All the more as of late, 

convolutional networks have been connected specifically to content examination and 

graph information with graph convolutional networks. 

The software industry in contemporary times are marching towards machine intelligence. 

Machine Learning has become necessary in every sector as a way of making machines 

works beyond their capabilities. In short, Machine Learning is set of algorithms that parse 

data, learn from them, and then apply what they’ve learned to make intelligent decisions. 

 

Examples of Machine Learning are everywhere. It’s how Hulu knows which show you’ll 

want to watch or how Instagram recognizes face in a digital photo. Or then again how a 

client benefit agent will know whether you'll be happy with their help before you even 

take a CSAT study.  

 

The thing about conventional Machine Learning algorithms is that as mind boggling as 

they may appear, regardless they're machine like. They require part of space skill, human 

mediation just equipped for what they're intended for; not all that much, not all that 

much. For AI originators and whatever remains of the world, that is the place deep 

learning holds more guarantee.  

 

Deep Learning is a subset of Machine Learning that accomplishes extraordinary power 

and adaptability by learning to speak to the world as settled pecking order of ideas, with 

every idea characterized in connection to less complex ideas, and more unique portrayals 
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figured as far as less conceptualones.

 

Fig. 1 - Layers of Deep Learning 

1.2   Problem Statement 

As earlier stated , Image recognition has many different applications from military to 

image captcha for security and these application will continue to flourish as classification 

of images is becoming a necessity for a organization. Usage of image classifiers instead 

of manually classifying is almost similar when the images to be classified is very meager 

in number but when we talk about classifying large datasets of images, manually 

classification becomes very tedious and the work becomes next to impossible. Also for 

manually classification of images, complete knowledge of class sets and its nuances is 

compulsory otherwise prediction can be incorrect. With the emergence of following 

problems in manual classification led to the rise of image classification application. There 

are various machine learning models that can be used for image classification and all of 

them has their respective disadvantages. In traditional Machine learning techniques, most 

of the applied features need to be identified by an domain expert in order to reduce the 

complexity of the data and make patterns more visible to learning algorithms to work. 

The biggest advantage Deep Learning algorithms as discussed before are that they try to 

learn high-level features from data in an incremental manner. This eliminates the need of 

domain expertise and hard core feature extraction. 
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Fig 2. Deep Learning vs Machine Learning 

 

Also deep learning provides an higher accuracy in the results as it got trained large 

number of data sets and provide better efficiency when amount of data is large. 

 

Fig - 3 advantages of deep learning 
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1.3  Objectives 

The main objective of this project is to implement a web application/mobile application 

of a image classifier, and that classifier will classify images into their respective labels; 

also the classifier is trained on a large dataset.  

 

1.4 Methodology 

First of all, imports all the required packages and sub packages with suitable epithats. 

Load the required data in 3 parts: 

 Training: for training, transformation like scaling, rotation and cropping etc. are to 

be performed as it will lead to better performance. Input data should be resized to 

a particular length and width as required by pre-trained networks(generally 

224x224). 

 

Fig. 4 - 224x224 size input image 

 Validation and testing: these sets can be used to measure the performance of 

model on unseen data. resizing and cropping is required for this data. 

 

ImageNet is pre-trained dataset 
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Fig. 5 - Imagenet 

 

By using a .json file the data can be sorted into folders with numbers and those numbers 

will correspond to specific names specified in the .json file. 

 

Fig. 6 - Path of classification 
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Training and building the classifier: 

We will use pre-trained model from torchvision.models to get features of image. 

(for simple representation VGG can be used) 

 Load a pre-trained network. 

 Make a new, untrained  network as a classifier 

 use backpropagation to train the classifier layers using the pre-trained network to 

get features. 

 track accuracy and loss to determine the best hyperparameters and maintain 

statistics. 

 

Prediction of classes: 

Now, probabilities of the different is calculated to find the class of the image. 

Number of classes can use k-top function. 

Where k is an integer, 5-top defines top 5 classes and 4-top defines 4 top classes which is 

similar to the image. 

 

Fig. 7 - Output image 



10 

 

 

Fig. 8 - 5-top classes of output 

 

  

 

1.5 Organization 

The project is broken down into multiple steps: 

 

1. preprocess and load the image dataset 

2. On the dataset, train the classifier 

3. predict image content using classifier trained in 2. 

4. Analyze the results provided by architecture 
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Fig. 9 - Organization of project 
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CHAPTER 2: LITERATURE SURVEY 

 

2.1 Books and Publications 

To arrive at a conclusion to use the particular type of classification technique in the 

project required a arduous study of all the probable techniques with their advantages 

and disadvantages along with their motivation. 

As to classify any image various steps is involved: 

 Define Classification Classes 

 Classification classes  depends on property and objective of image. 

 Feature Selection 

 Multi-spectral and multi-temporal properties is used to correct the  differences 

 between the classes. Features of classes varies. 

 Training data' sampling 

 It is necessary to sample the training data. Supervised classification, 

 Unsupervised learning, and  Semi  supervised learning will be used 

 according to the data. 

 Estimate the Universal Statistics 

 Appropriate method will be selected with the help of compare and contrast. 

 Method of Classification 

 Some methods are- SVM,  Linear, ANN, Fuzzy Tree. 

 

 

 

 

The books that shed lights on this topic is: 

Image Recognition and Classification: Algorithms, Systems, and Applications 

(Optical Science and Engineering); 1st edition; by Bahram Javidi. 

Digital Image Processing 3rd Edition by Richard E Woods and  Rafael C Gonzalez 

Machine Learning for Image Classification by Yu-Jin Zhang (Department of 

Electronic Engineering, Tsinghua University, China) 
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Also, a IEEE paper also covered this topic " we review the current activity of image 

classification methodologies and techniques. Image classification is a complex 

process which depends upon various factors. Here, we discuss about the current 

techniques, problems as well as prospects of image classification. The main focus will 

be on advanced classification techniques which are used for improving classification 

accuracy."  

 

 

 

2.2 Talks, Conferences and Meetups 

 

International Conference on Signal Image Technology and Internet Based Systems 

addressed this issue in their 14th International conference held on 26 Nov 2018 - 29 Nov 

2018 in Las Palmas de Gran Canaria, Spain. 

 

ICCVBIC-2018 — International Conference On Computational Vision and Bio Inspired 

Computing's main aim is to give a universal discussion to the trading of thoughts among 

intrigued scientists, understudies, engineers, and specialists in the zones of 

Computational Vision and Bio Inspired Computing. It is being composed on 29-30 

November, 2018 by the Inventive Research Organization. ICCVBIC will give an 

outstanding international discussion to sharing learning and results in all fields of 

science, engineering and Technology. ICCVBIC gives quality key specialists who give 

an open door in bringing up innovative thoughts. Ongoing updates in the in the field of 

innovation will be a stage for the upcoming researchers. 

IEEE's CVPR 2019 : IEEE Conference on Computer Vision and Pattern Recognition, 

CVPR addressing the issues such as 3D from Multiview and Sensors, 3D from Single 

Image, Big Data, Large Scale Methods, Computer Vision Theory, Datasets and 

Evaluation, Deep Learning Techniques, Document Analysis, RGBD sensors and 

analytics, Face, Gesture, and Body Pose, Image and Video Synthesis, Low-level Vision, 
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Machine Learning, General, Medical, Biological and Cell Microscopy, Motion and 

Tracking, Optimization Methods 
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CHAPTER 3: SYSTEM DEVELOPMENT 

3.1 System Architecture 

 

 

 

 

 

 

Fig. 10- The layers of the application 

 

 

3.2 Perceptron- 

A perceptron which looks like a neuron in the body is the building block of the Artificial 

Intelligence. Perceptron takes inputs (numbers of inputs are not limited by number) and these 

inputs are multiplied by some weights and these combination of inputs and weights are then 

processed by the perceptron and output in the terms of YES or NO is provided. 

 

User 
Interface

Command Line

Python predict.py

Pytorch processing

Labeled output
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for eg- Suppose a perceptron model predicts whether a student will get admission in a 

university based on his test score and grade score.   

 

 

Fig 11: Perceptron 

 

In this example, inputs are the test and grade scores of the candidate, and these inputs are fed 

to the perceptron and according to the previous data a linear equation is formed by the 

perceptron which will judge the score of the candidate. In this figure score equal to or above 

0 means Acceptance from the university and score below 0 means Denial from the 

university. 

 

As you can see the linear equation will decide the outcome of the perceptron. 

So, there is very much probability that this linear equation may predict the output wrong. To 

avoid this wrong output the equation needs to be altered with the help of weights. 

There are 2 types of wrong prediction:- 

1. If the point is classified positive, but it has a negative label. 

2. If the point is classified negative, but it has a positive label. 

And these 2 types of error has different solution. 

 

ALGORITHM FOR PERCEPTRON: 
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For every misclassified points(x1,x2.....xn): 

 1: If prediction=0: 

  for i=1 to n: 

   change w(i) to w(i)+ax(i) 

   change b to b+a 

 2: If prediction=1: 

  for i=1 to n: 

   change w(i) to w(i)-ax(i) 

   change b to b-a 

 

 

3.3 Prediction and loss function: 

Till now we are using a step function in our perceptron which gives us only 2 outputs but we 

know that in real life we need a whole lot of outputs so we will use a sigmoid function which 

gives a continuous value ranging between 0 and 1. 

 

Fig 12: Discrete and continuous prediction 

The points on the line has the value 0.5 and as the points move away from the line then the 

value for points vary as it increases is the point is above the line and decreases as the point is 

below the line. 

For eg. In the figure above, those points above the line has the probability 0.6 , 0.7 and 0.85. 

Till now,  we have only 2 output classes but what if we needs to classify the points into 3 or 

more classes? We will use softmax function. 
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Softmax function for class A:     exp(a)/(exp(a)+exp(b)+exp(c)) 

Softmax function for class B:     exp(b)/(exp(a)+exp(b)+exp(c)) 

Softmax function for class C:     exp(c)/(exp(a)+exp(b)+exp(c)) 

 

 

Maximum Likelihood Probability- This is the product of the probabilities of their respective 

color as perdicted by the perceptron. for example: 

  

Fig 13: Maximum Likelihood Probability 

 

MLP= 0.1*0.6*07*0.2=0.0084 

 

If  the number of points is very large then the product of probability can be very small and 

will be of no significance , to avoid this situation we need to sum the individual probabilities, 

this give rise to the concept of cross entropy. 

 

In CROSS ENTROPY, we take the log of all the probability and adds them. 

In the example above, cross entropy can be calculated by: 

-ln(0.6)-ln(0.2)-ln(0.1)-ln(0.7)= 4.8 

 

To sum up: 
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 Product of probabilities Cross-Entropy loss 

More effective model more less 

Less effective model less more 

Table 1: Effective model in terms of probability and loss 

 

3.4 Gradient descent and logistic regression algorithm: 

The basic algorithm for logistic regression is: 

1. Take the data. 

2. Pick a random model. 

3. Calculate the error. 

4. Minimize the error. 

 

 

We can define a error function with the help of cross entropy loss such as 

 

Error Function= - 1/m ∑(1-y)*(ln(1-ycap))+y*ln(ycap) 

where ycap is the predicted output and y is label of the point. 

 

To minimize the error we have to use the concept of gradient descent. Gradient descent is 

an algorithm used to lower the output of some function by iteratively moving in the direction 

of steepest descent as defined by the negative direction of the gradient. In machine learning, 

we use gradient descent to update the parameters of our model. Think as you are standing on 

top of mountain and you want to come down. There are various options and directions for 

you to come down but you chooses the steepest step and comes to a position lower than the 

earlier position but still very much on top. Now you repeat the steps of steepest descent until 

you reach to the bottom , the same applies to the process of minimization of loss you 

calculate the gradient of loss with respect to weights and bias and updates the respective 

weights and bias to get the better model. 



20 

 

 

Fig 14: Gradient descent wrt weight and bias 

 

Fig 15: weight manipulation wrt gradient 
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3.5 Non-Linear Models 

Till now we have only talked about keeping in mind a linear model but Neural Networks are 

used to accomplish a more complex task and these task are generally non-linear. To achieve a 

non-linear model ironically a linear model is used. 

 

Fig 16: Non-Linear models 

 

In the above figure, first linear model classifies the blue and red points but not very 

efficiently and also in the second linear model, the model classifies the red and blue points 

better than first linear model and if we add both the model than we get a non linear model 

with a very high efficiency. 

 

Also the probability of a point in both the model is added and then passes into sigmoid 

function which gives us the probability of the point in non linear model. 
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 Fig 17: Probability in non linear models 

 

for example in this figure the probability of the point is 0.7 in first linear model and 0.8 in 

second linear model and we have added both probability to 1.5 and then sigmoid function is 

applied which gives us the probability of the same point in non-linear model equals to 0.82. 

 

We can also add weights and bias to the models like in the above diagram we can add a 

weight of 7 to first model and a weight of 5 to second model and the output is calculated 

accordingly. 

7*(0.7)+5*(0.8)-6=2.9 ->Sigmoid-> 0.95 

We can define the concepts of non-linear model and weights to linear model as: 
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Fig 18: weights to linear models 

 

All these concepts are a rudimentary and base concepts of Deep Neural Networks. 

 

3.6 Neural Networks: 

Using all these concepts of perceptrons and non-linear models we can define a neural 

network. Neural Networks comprises of  3 Layers: 

1. INPUT LAYER 

2. HIDDEN LAYER 

3. OUTPUT LAYER 

 

Input layer contains the input provided by the model which in turn are multiplied by the 

weights and this amalgam becomes the input for Hidden layers. There can be many hidden 

layers of different shapes. These hidden layers are used to form very complex models. The 

output of hidden layers becomes the input for output layer. The number of outputs in output 

layers is generally equals to the classes of input data. 



24 

 

 

Fig 19: structure of Neural Network  

 

3.7 Training a Neural Network: 

A neural network needs to be trained before correctly classifying images. Training a Neural 

networks typically consist of 2 phases: 

1. Feed-Forwarding 

2. Backpropagation 

 

1. Feed-Forwarding- The reason these networks are called feedforward is that the flow of 

information takes place in the forward direction, as x is used to calculate some intermediate 

function in the hidden layer which in turn is used to calculate y.  

These networks are represented by a composition of many different functions. Each model is 

associated with a graph describing how the functions are composed together.  

 

Basically, Feedforward is the process neural networks use to turn the input into an output. 

Inputs are first multiplied with their respective weights and then activation function is 

applied to these dot product. The output of the activation function becomes the input for 

hidden layer and then these input are again dot producted with their respective weights and 

hence the output becomes input for hidden layer if any and if not then these output goes 

straight to output layer. 
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Fig 20: Feed forward process 

 

2. Backpropagation - Backpropagation algorithms are methods used to train neural 

networks  following a gradient descent approach that uses the chain rule. The main feature of 

backpropagation is its iterative, recursive and efficient way of calculating the weights 

updates which helps to improve the network until it is able to perform the task for which it is 

being designed. 

In backpropagation, error are calculated by comparing the output of feed-forwarding and 

labels. Gradient of the error with respect to the weights are then calculated. Gradient with 

respect to the weight is itself a chain derivative as error is connected to output , output is 

connected to activation function and activation function is connected to the weights. This 

gradient is used to minimize the error by updating the weights of the network. This process 

of feed forwarding and backpropagation is run several times. To avoid any drastic weights 

changes , we use learnign rate so that weights do not change on extremes and integrity as 

well as efficiency of the model is maintained. 

 

ALGORITHM for back propagation: 
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Fig 21: Algorithm for back propagation 

 

3.8 Measures to increase effieciency:   

Early stopping: When we train our data a large number of times, the loss begins to 

decrease but when we try to run validate data on trained model, loss decreases up to some 

extent and then it begins to increase. This is because we have trained data with a large 

number of epochs and model has become a overfitted model which will not perform 

efficiently on validation data. 
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Fig 22: Over-fitting 

 

To avoid over fitting we need to stop our epochs count where loss for valid data starts 

increasing. This is called early stopping. 

 

Fig 23: Early-stopping 

 

Dropout: In dropout, random nodes in each epochs are freezed and not allowed to train so 

that other nodes takes more part in the process and becomes strong, The process of selecting 

the nodes for freezing is completely random and is completed by adjusting a probability like 

0.2,0.3. 
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Local Minima: While calculating the gradient descent, you will always not able to set a 

global minima , you may someday encounter a local minima. To avoid getting a local 

minima, you can restart getting gradient descent from random places. 

 

3.9 Neural Networks using Pytorch 

Building network: Using pytorch, we can design our own network which comprises of 

the number of inputs, hidden layers, number of hidden layers, output layers, and activation 

functions. 

 

 

Fig 24: Classifier model using class 

 

Here, we have defined a class Network which takes nn.Module as argument. Here we have 

defined 2 hidden layers with inputs 128 and 64 respectively. And after each dot product of 

weights and inputs, activation function is performed. The output consist of 10 classes and can 

be obtained using Softmax. 
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A network can also be created using nn.Sequential in which we don't have to define a class. 

 

Fig 25: Classifier model without class 

 

LOSSES in Pytorch: 

We can calculate the loss with PyTorch using nn module. PyTorch provides losses for 

example cross-entropy loss (nn. CrossEntropyLoss).In general, loss is assigned to the 

criterion. To actually calculate the loss, you first define the criterion then pass in the output 

of your network and the correct labels.The output of the criterion is the loss for the network. 

 

Autograd: 

Torch provides a module called autograd which calculates the gradients of tensors. We use 

autograd to calculate the gradients of all our weights parameters with respect to the loss. 

Autograd works by keeping record of operations performed on tensors, then going backwards 

through those operations, calculating gradients along the path. Set requires_grad = True on a 

tensor, to make sure PyTorch keeps track of operations on a tensor and calculates the 

gradients. 

 

 

 

Loss and Autograd together: 
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Fig 26: feed forwarding and back propagation in pytorch 

 

Here criterion calculates the loss and loss.backward() calculates the gradient and 

optimizer.step() updates the weights of the model. 

 

Inference and validation: 

To increase the efficiency of the Pytorch model we can use the nn.dropout function 

whichenables the nodes to learn more accurately. 

 

 

Fig 27: dropout in pytorch model 

 

For validation, we checks the model with unseen images and with gradient off because the 

goal here is to find the accuracy of the model and not training. model.eval() directs 

the model for evaluation purposes. We will load the images in model in same way as 

of training and calculate the validation loss. then we will calculate the probability for 
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each output class and find the class with maximum probability and compare it with 

the label. This way we can calculate the accuracy and validation loss. 

 

 

Loading Image Datasets: 

 

Fig 28: Loading Image datasets 

 

Here, we have loaded train and test data separately using datasets module of torchvision. We 

have used ImageFolder method to get the directory. After loading the data we need to push 

the data in Dataloader method of torch.utils.data with a argument of batch size. 

 

Transfer learning: 

ImageNet is a massive dataset with over 1 million labeled images in 1000 categories. It's 

used to train deep neural networks using an architecture called convolutional layers. Once 

trained, these models work astonishingly well as feature detectors for images they weren't 

trained on. Using a pre-trained network on images not in the training set is called transfer 

learning. 
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We can import the pretrained models using torchvision.models and in the argument we have 

to provide pretrained=True. When we load a pre trained model we have to freeze its 

parameters. But loading a pretrained model does not solve our problem. Still we have to 

define our parameters like input , hidden and output. 

 

 

 

Fig 29: transfer learning 
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CHAPTER 4: ALGORITHMS 

Algorithm 1:  Train model 

  

Define train_model(dataset,architecture,hyperparameters) 

 ->Define Dataloaders using imagesets 

 ->Calculate dataset sizes 

 ->Load the model 

 ->device= GPU (if available) 

  ->else Use CPU 

 ->start time 

 ->training 

 ->stop time 

 ->statistics 

Also if the arguments are provided through command line then value of 

data_transforms are pre-defiened. 

 

 

Fig. 30 -Default transform 
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Algorithm 2: Process image 

  

This algorithm is used to adjust and process the images so that all the images have same 

specification. 

def image_process(image): 

 ->open image 

 ->resize image 

 ->centercrop the image 

 ->totensor 

 ->normalize with mean and standard deviation 

 ->image_tensor=adjustments(image) 

 ->return image_tensor 

 

Algorithm 3: Back propagation 
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Fig 31: back propagation code 
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CHAPTER 5: TESTING 

 

First thing to remember is to import every library which we have used in the python 

application, so that unnecessary error of function not found is deterring the compiling 

process. 

Before compiling, make sure to import every library in the file: 

 

 

Fig. 32 - Modules 

 

 

5.1 Command line testing 

 

Command line not merely helpful in compiling and executing the file but it can also be used 

in passing the parameters 

-> Directory can be passed in command line along with file name 

->architecture type can be passed in command line 

-> set hyperparameters 

->GPU selection 

->k-most likely cases 

->mapping to real names 
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Fig. 33 - Command line examples 

 

5.2 Software Testing 

VGG, Resnet and Alexnet needs to be downloaded from pytorch before using. Using the 

model before downloading will not compile the program. 

 

 

Fig. 34 - running python using pip 
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 To use the program on PC requires Anaconda, Gitbash and python installed. Gitbash will act 

as Terminal like in Ubuntu and Mac. 

A third party Code editor is required for implementation of program. 

 

5.3 Dataset testing 

Proportion of training and testing should be sufficient for both the section to make a efficient 

program.  

 

A dataset is to be divided into 3 parts: 

1. Train 

2. Validate 

3. Test 

 

Train dataset is used to train the model, more and more data is used to train the model more 

intelligence is the model. But a proportion is to be maintained between train data and test 

data to train the effectively and to test for high accuracy. 

Generally 80-20 is the most effectively used proportion with 80% of the total data being used 

for training and the rest 20% for testing. 

 

5.4 Algorithmic testing 

How to predict the class of the image is top 2 classes in the result is of equal probability? 

A algorithm should be designed to define the class of a tie breaker image by comparing the 

image with both the classes' images and whichever class get the higher accuracy is the class 

of the tie breaker image. 
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CHAPTER 6: CONCLUSION AND FUTURE WORKS 

 

Conclusion: During this project, I have implemented various types of networks whether it 

is self created or pre-trained networks and in those networks accuracy varies over large range 

for example in self made network the accuracy typically ranges from 70% to 80%, and in self 

made network with controlled epoches, validation data, and dropout modules the accuracy 

typically ranges from 80% to 85%. To further increase this, a pretrained network has been 

implemented which has been trained over ImageNet data, and the accuracy has been found in 

range of above 90%. To conclude, in terms of classification of images, if the model is small 

i.e number of input and output is less, than self designed classification can be implemented 

but if the network model is big such as number of output is very large in number than it is 

better to use pretrained network. 

Future works: Although a lot of work can be done in terms of increasing the accuracy of 

self designed model, but specifically a significant amount of work can be done in defining 

which pretrained model works best in terms of accuracy. 
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Working Screenshots: 
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