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                                       ABSTRACT 

 

The world is currently engaged with Internet for all its work and will continue to do so in future. 

Now the mundane works of the users are seeking the help of Artificial Intelligence for its 

effectiveness and for its learning.  Going ahead, AI algorithms will be fused into an ever-increasing 

number of ordinary applications. For instance, you may need to incorporate a picture classifier in a 

Smartphone application. To do this, you'd utilize a deep learning model prepared on countless 

pictures as a feature of the general application architecture. A huge piece of programming 

improvement later on will utilize these sorts of models as common parts of uses.  

In this project, we'll train an image classifier to classify distinctive types of handwritten digits. 

 

With this undertaking, I have designed a program that can be trained on any arrangement of 

marked digits.  
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CHAPTER 1: INTRODUCTIONl 

1.1Introductionl 

When we talk aboutclassifyingimages, we usuallyobserve and spotdistinguishing feature in 

items available to us, scattered in our surroundings. This is based on various different 

reasons and the primary reason behind this is thelfact that our brain/mind is trained and is 

always training unconsciously with the same arrangementl of images that brings aboutl the 

ability in humans to differentiateamong various different thingsl easily. When we explore 

the real world, we usually do not keep taking notes, we don't really realize it and our mind 

keeps taking in the information automatically. Experiencing and discovering different 

aspects of the world is not a test for us, our subconsciousl mind does this without any 

problems. 

 

Unlike the human mind, the computer sees visuals with different features and finds patterns 

in the image, whether it is still or video, to understand and distinguish the key elements of 

the image. The way a computer/any other system perceives a picturel is not thel same as 

that of other living beings. Computer Vision uses photographiccomputations to analyse the 

graphics from animage/picture or an assortment of many different pictures. One of the most 

commonly occurringinstance of computer vision is to separate the population which is on 

foot and the other which is on vehicles, setting up multiple usergiven/uploaded images with 

high precision.  

 

Keeping in mind the emerging capabilities of ML and computer vision, many companies 

are investing more and more in imagel recognitionl to analyse the data for various uses 

from many different kinds of graphic sources, for example; Graphic testing, classification 

of objects, face recognition and many more. 

 

Image recognition is the ability of the system to detect objects in images. It uses computer 

vision advancement with artificial intelligence and computed calculations to detect images 

through the camera system. With the ongoing development of machine learning and the 
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computational power of machines, image recognition has shocked the world. Cars, Internet 

Commerce, Retail, Security, Probation, Social Insurance, Agriculture, Image Recognition 

are some of the most widely used areas. 

 

Applications-   

 

• Traffic Management System: Digit recognizer can be used to identify the number plates of 

violators. Sometimes at some busy juncture a rule violator may be missed by the authorities 

patrolling there, but image recognizer systems can be used to identify the offenders. 

 

 

• Banks: Several cheques are processed every day at the bank. A digit recognizer can be used to 

automate the procedure. It can be used to identify the account numbers and the transaction can be 

carried out rapidly without any manual intervention. 

 

 

• Drones: Drones armed with image recognition can be used to provide surveillance, image-based 

automaticl monitoring, and to control different situations in distantlocations.  

 

 

• Industrial: Examiningformation lines, evaluating basic objects/settingsat every moment of time 

insidel the premises. Detecting the success/failure of the previous itemswhich went through, to 

bringreductionin the inadequacies of the object. Assessing each and everyone of their employees 

can helplorganizations to have totall control of differentprocesses inl the framework. 

 

 

• Auto Driving Vehicles: The future vehicles being made with object recognition systems can 

differentiateobjects and takelrelevantdecisions regarding the next step for the vehicle. Smaller 

androids can be used to help organizations to findl and exchangel articles starting from one 

location then moving onto the next one using these autonomous vehicles to save time and 

manpower. 

 

 

• Military Surveillance:  Identification of suspiciousactions in differentregions can help counteran 

assault and saveinnocent lives. Image recognition systems can do this automatically and then 

inform the authorities of any illegal activities, so they can plan the next course of action. 
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CONVOLUTIONAL NEURAL NETWORKS (CNN)l 

 

Convolutional neural networks are deep neural networks used to organize images, group 

them by similarity, and provide object recognition. These algorithms can detect objects, 

people, and various other types of information. 

 

CNNscan do optical character recognition (OCR) on simple, written images that digitize 

content and enable natural-language processing by hand-reporting and interpreting images. 

The same is true with the sound when speaking externally as a spectrogram. Recently, 

CNNs have been particularly concerned with content testing and graph messaging with 

graph CNNs. 

 

The software industry is moving towards machine intelligence in the contemporary era. 

Machine learning is essential in every field as machines work beyond their capabilities. In 

short, machine learning is made up of algorithms that interpret data, learn from them, and 

apply them to make intelligent decisions to tackle real life problems with a simple solution. 

 

Examples of machine learning are everywhere. HBO GO knows what you want to see or 

how snapchat recognizes a digital photo. Or how the Customer Benefit Agent will know if 

you can be happy with their help before attempting a CSAT study. All these examples 

show us the importance and the growing need of convolutional neural networks. 

 

The thing about traditional machine learning algorithms is that however great they are and 

however great their performance is, they remain a machine and give machine like results to 

the user. They need space, skill and human intervention.For AI inventors, researchers and 

the rest of the world, deep learning holds more guarantee to advance the world to a more 

promising technological land. 
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Deep Learning(DL) is a subset(and one of the most important one right now) of Machine 

Learning that achievesexemplaryresults and flexibility by gaining knowledge to interact 

with the world as established order of ideas, with every single idea characterized in 

connectionl to fewerl complexl ideas, and more exclusive and exceptional portrayals. 

 

Fig.l1 
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1.2   Problem Statement 

As previouslyspecified, Image recognition has many different uses, from military to image 

captcha for digital security, and allthe above-mentioned uses will continue to grow as 

organizing images is becoming a basic requirement for anorganization. If the dataset is 

small, classification can be done manually by hand, but for classifying large datasets of 

images manual doing the classification becomes very time consumingand wastes resources 

andbecomes next to impossible. Also, for manually classifyingthe images, complete 

knowledge of class sets and its nuances is required otherwise estimates can be 

unfitting.Thesedifficulties in manual classification led to the rise of idea of image 

classification applications.Numerous machine learning models are used for image 

classification and all of them havetheir owndifficulties. In traditional Machine learning 

models, most of the applied parameters need to be recognized in order to reduce the 

complexity of the data and make patterns more noticeable. The main advantage of Deep 

Learning algorithmsis that itattempts to study highlevel features from data in an 

incremental way. 

 

 
 

Fig.l 2  
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Fig.l3 

 

 

1.3Aim 

The aim of this project is to implement image classification to classify hand written 

numbers. The image classifying model is built and trained on the data from a dataset which 

will classify images of each number into its respective label. 

 

 

1.4Methodology 

The first step is to import all the necessary packages/libraries with appropriateepithets.  

We break down the data into three parts and load each part for ad different use:  

• Training:Todesign and train, various transformations like image scaling, image cropping, 

etc.will bedone,and this will give us ahigher accuracy in ourmodel. Input data, given in the 
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dataset, will be resized to a specificsize as mandated by the pre-trained networks (generally 

224x224). 

• Testing and Validation: The usage of these datasets is incomputing the accuracy of the 

designed model on new and never seen before data. Transformation is to be done before 

using the data. 

 

Building the classifier after training:  

We use the pre-trained model from MNIST dataset to get all the different featureslfound in 

the image. 

• The pre-trainedl network is loaded. 

• A new, untrained model is built by building a network as a classifier to classify images. 

• Apply forward propagation to train the weights and biases for the neurons. 

• Use backpropagation to fine tune the neural net layers to minimize the loss function using 

techniques like gradient descent to find the optimal value of the weight and bias term. 

• Track correctness and the loss and cost to land on thethe best hyperparameter values for the 

model. 

 

Class Prediction:  

The class of the image is determined by finding the probability of each class in the model.  

The highest probability is the class to which the object belongs giving us the result in the 

form of probabilities. 
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Fig.l 4 

 

 

Input Example: 

 

 
Fig.l5 
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Fig.l6 

 

Output Example: 

 
Fig.l7 

 

 

1.5SET-UP 

The project/modelfollows the following steps to obtain the best result:  
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1. Image dataset is loaded, and then pre-process the data to clean the image and make the size 

suitable for processing. 

2. Train the classifier on the dataset. 

3. Predict images using the classifier trained in the previous step.  

4. Analyse the results provided by the model. 

 

 
 

 

Fig.l8 

CHAPTER 2: LITERATURE SURVEYl 

 

 

2.1Booksl andl Publicationsl 

I arrived at the decision to use a specific model for different classification technique used in 

the project required a thorough study of all the probable models and techniques with their 

advantages and disadvantages.  

To classify the images the steps involved are:  

• Defining the classes for result  

Various different properties of the images helpl in determining the classes of the images.  

• Selection of Features 

To correct the differences between the classes and arrive at the correct result, feature 

selection is required. It is the most important aspect of ML as features of each class varies.  

• Sampling the training data 
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 It is necessary to sample the training data. Learning approaches like Supervised learning or 

Unsupervised learning will be selected according to the data. 

• Training and testing the model 

Applying the most suitable model to achieve the correct result. 

 

The books that helped me in my research on the steps involved to achieve the result is:  

• Deep Learning (Josh Patterson & Adam Gibson) 

• Machine Learning for Image Classification by Yu-Jin Zhang 

 

 

An IEEE paper titled ‘Simple convolutional neural network on image classification’ 

provided us insight and knowledge on topic of image recognition using neural networks. 

 

 

CHAPTER 3: SYSTEM DEVELOPMENT 
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Fig.l9 

 

 

 

3.2 Perceptron-  

Perceptron is the building block of a neural network, similar to a neuron in the body. 

Perceptron takes the inputs and these inputs are multiplied by the weight value and this 

result is then processed by the perceptron and the binary output is given as a simple YES or 

NO. Perceptron is the simplest neural network, with a single hidden layer. 

The inputs are fed into the hidden layer, where it is computed and then outputted through 

the output layer. 

 

 

Here,the perceptron is given the job to predict ifthe student will be eligible for admission in 

a collegeon the basis of his/herexamination grades and scores.    
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Fig.l10 

 

Here, the inputs are the applicant's scores and grades, and the perceptron is fed these inputs, 

and taking into account the previous data, the linear equation is drawn by the perceptron, 

which gives the applicant's score. Where score>=0 means acceptance and score<0 means 

rejection. 

 

The linear equation determines the perceptron result. 

This linear equation is likely to predict the wrong output. To avoid this, the equation must 

be changed with the use of weights. 

Types of False Assessments: - 

• If the result is negative, but the object label is positive. 

• If the result is positive, but the object label is negative. 

And these two types of errors have very distinct solutions. 

 

 

 

Perceptron Algorithm: 
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3.3 Loss Function and prediction of the model:l 

 

We get only two outputs from the perceptron as it uses a step function, but in the physical 

world in reality the number of outputs required may be far more than two. To overcome 

this error, we use the sigmoidl functionl, which returns a value ranging from 0 to 1. 

 

Fig.l11 

 

The points on the line has value 0.5 and the value of the points vary as they move away 

from the line. If the point is below the line it decreases and if the point is above the line it 

increases. 
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Here,the points above the line have the probability 0.7, 0.6 and 0.85 in the above figure. 

So,we will use Softmax function if we need to classify the points into three or more classes. 

 

 

 

Maximuml Likelihoodl Probabilityl:It is the multiplied result of all the calculated 

probabilities of each colour as predicted by the above-mentioned perceptron. For eg; 

 

Fig.l12 

 

 

 

If the number of digits is so large that the product of the probability is too small and of little 

or no importance, we add the individual probabilities, which is the concept of cross 

entropy. 

In CROSS ENTROPY, we take a log of all the probabilities and add them.  

In the above-mentioned example, cross entropy is given by computing the log values of the 

probabilities:  
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Table 1 

 

 

 

3.4 Gradientldescent and logisticl regressionl algorithm:l 

 

Logistic regression follows the following steps to achieve the result:  

i. Importing the dataset to use it as our input data.  

ii. Design and Implement the model on the data.  

iii. Calculate the loss function.  

iv. Minimizing the loss/error by minimizing the cost function. 

 

 

 

We can define an error function with the help of cross entropy loss 

 

where, ycap: predicted output 

y: label of the point.  

 

 

To decrease the loss/error,gradient descent is the easiest and most widely used procedure. 

The main purpose and use of Gradient Descent(GD) is to decrease the output value of a 

function by iteratively moving in the direction of steepest descent as defined by the 

negative direction of the gradient. In ML, to find the most suitable value of the parameters 

of our modelwe use gradient descent. Suppose that, we stand on a hill and proceed towards 
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the ground to get down from the hill. Many different options are there to choose from, but 

we select the onewhere we have to move the lease and we move to a position lower in 

height than the previous position. Now we repeat this step until we reach the foot of the 

hill, the same thing happens during minimization of loss,wecompute the gradient of loss 

w.r.t weights and bias and update the respective weights and bias to get a better result.  

 

 
Fig.l13 
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Fig.l14 

 

3.5 Models with a Non-Linear design 

 

So far, we have justspoken about and applied our algorithms to forma linear model, but 

NNcan be used to perform even difficult tasks, and these complex and difficult 

tasksgenerally need anon-linear model. Ironically, we still require alinear model to obtain 

the non-linear model. 

 

 
 

Fig.l15 
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In the figure given above, the first model which is linear,categorizes the red and blue points 

but the categorization is not very accurate,then in the second model which is also linear, 

thecategorization of the blue and red points is still not very efficient but still gives a better 

result than the previous model, buton joining both the previous modelswe get the best result 

which is obtained by using a non-linear model. 

 

Each point’s probability is added from both the models and this sum is passed onto a 

sigmoid function which gives the best probability of that point using a non-linear model 

which was made by the combination of the two previous models. 

 
 

 Fig.l16 
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Fig.l17 

All these concepts formthe most basic conceptual intricacies of Deepl Neurall Networks.l 

 

 

3.6l Neurall Networks(NN):  

 

We can design a neural network using theabove-mentioned concepts of perceptron and non-

linear models(which we obtained by using 2 linear models). The following threelayers form 

the building block of a neural network(NN):  

 

 

 

The figure below shows the working of these layers in a neural network as the input layer 

gives an input which is passed onto the hidden layer where the product and sum of weights 

nodes and biases respectively give is an output. 
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Fig.l18 

 

3.7l Neural Networkl Training:  

Before correctly categorizing imagesthe first step is to train the neural network properly. 

Training a Neural network is typically done in 2 phases:  

• Feed-Forward Propagation 

• Back Propagation  

 

1. Feed-Forward Algorithm: - 
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Fig.l19 

 

2. Backpropagation:

 

Fig.l20 
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3.8 Measures to increase efficiency:    

• Early stopping: With each training epoch, loss decreases but on running validated 

data to check the performance of the trained model, loss decreases for a whilebut then 

the loss again starts increasing. Because thedata has been trained over and over multiple 

times ithas been overfitted, which gives good result on training data but on validation 

data the performance is really bad. 

 
Fig.l21 

To avoid overfitting,the epochs count is decreased and is stopped as soon as the loss of 

validation data from the dataset starts to increase. 

 

Fig.l22 
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• Dropout Method:In this method, some nodes chosen randomly are not trainedon 

each epoch, to allow some of theother different nodes to become extra involved and get 

stronger. This node selection is completelyl randoml and involves regulating the 

probabilities, such as to 1/5, 1/3. 

 

• Local Minima Method:If we calculate the gradient descent, we may not be able to 

set the global minima every time, we can sometimes encounter the local minima. To 

avoid this, one can start getting the from random places to calculate the gradient 

descent. 

 

3.9 Pytorch implementation of Neural Networks(NN)l 

 

 

Fig.l23 

In nn.Sequential, defining a class is not necessary.  
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Fig.l24 

 

 

 

 

Loss Calculation in Pytorch Library: 

nn module provides us a mechanism to calculate the loss in PyToch. Losses like cross-

entropy are assigned to a criterion, and to calculate the loss, we define and pass in a 

criterion as the o/p of the network with the correctly defined labels to calculate the loss. 

The output of this whole procedure (the criterion) is the calculated loss, which is to be 

minimized. 

 

 

 

Autograd Module:  

The tensor gradient is computed using a module called Autograd. It is used to compute the 

gradient values of our weight w.r.t loss. It keeps the record of all the operations that are 

performed on the tensors, then backpropagates over these operations to calculate the 

gradient along each path. ‘requires_grad’ is set as True  for the tensor, so as to allow 

PyTorch to keep track and calculate the gradients. 

 

Calculating loss and applying autograd:  
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Fig.l25 

 

In the above mentioned code, the loss is computed by criterion, the gradient is computed by 

loss.Backward()and the weights are updated using optimizer.step(). 

 

Validation and Inference for better results:  

nn.dropout allows the nodes to learn better, which allows us to increase the accuracy of our 

model in PyTorch.  

 

 

Fig.l26 
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Loading Input from the Image Datasets:  

 

Fig.l27 

 

 

 

The datasets module in PyTorch in torchvision is used to load the training and testing 

dataseparately. The directory is imported using the method ImageFolder and the data is 

pushed onto the Dataloader method in torch.utils after loading the whole data, while also 

giving the batch size as an argument. 
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TransferlLearningl:  

ImageNet a huge dataset with more than 10 lakhscorrectly labelledlpictures in thousand 

categories. A neural network model using convolutional layers can be trained using 

ImageNet. The model works very efficiently as features detector on unknown images. 

Transfer learning is using pre-trained models on our own model to get results with high 

accuracy. It is useful for datasets where the size of the dataset is low. In this case transfer 

learning comes in to train our model so as to get highly efficient results. 

 

 

Pretrained models canl be imported using torchvision.models and pretrained=True has to be 

given in the argument. Whenthese pre-trained modelsare loaded, we take the parameters 

and halt it at those values. The input layer, hidden layer and the output layer all need to be 

defined before getting the parameters, as getting the layers is not an automatic fare and has 

to be done manually. 

 

 

 

Fig.l28 
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3.10 ALGORITHMSl: 

 

1st Algorithm:  Modell Training 

  

defmodell_train (input data,model,hyperparameters)  

  ->DescribeDataby means ofimage sets 

 ->Compute dataset sizes  

 ->define the appropriate model  

 ->hardware= GPU (preferred)/CPU  

 ->train the model 

 ->stats 

 

 

 

 

Algorithm 2: Image Processing 

 

To make the specifications of all the images same. 

defineprocessing_pic(pic):  

 ->pic open 

 ->pic size changed 

 ->pic cropped(centre) 

 ->tensor 

->normalize 

->tensor_image=adjust(pic)  

 ->return image_new 
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CHAPTER 4: PERFORMANCE ANALYSIS 

 

 

First,all the libraries are to be imported which we be usingto design our model, so as to avoid 

errors of function not found. 

Before compiling, import each and every library which will be used to make the work easier: 

 

 

 

 
Fig.l29 

 

 

 

4.1 Commandl linel testingl 

 

Command line can be used for compiling, executing and also for sending the parameters to be 

used for the model manually to the program. 

->Using the file name directory can be forwarded to the program. 

->model to be usedis also passable from the command line. 

-> hyperparameter values can be passed on for the model training. 

->GPU’scan be selected 

->The k best cases can be run andapplied 
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4.2Datasetl testingl 
 

The training and testing data needs to be divided adequately to build an efficient model with high 

accuracy. The dataset will be split into the following sets: 

 

1. TrainlDataset 

2. ValidatelDataset 

3. TestlDataset 

 

To train the model we use the Training dataset which will work the best if the amount of data for 

training is high. Higher amount of training data gives the best result and the best accuracy for the 

model. 

Train and testing data need to be split into a ratio so as to test for high accuracy after training the 

model and before applying never seen before real world data. 

Usually we use the 80:20 ratio for training and testing data respectively. This gives us a good 

result as 80% data is quite enough for training our model with high precision. 

 

 

 
 

Fig.l30 
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4.3 Code Performance 

 

 

• Importing and inputting the data  

 

 

 

 
 

Fig.l31 
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• Creating a sequential model in the following order: 

 

Dense convolutional layer ->activation layer (relu) -> dropout->Dense convolutional layer 

-> activation layer(relu) -> dropout layer -> dense convolutional layer -> activation layer 

(softmax) 

 

 
 

Fig.l32 

 

 

• Running the sequential model for 20 epochs to get the optimal value for the weights and 

biases of the model and using them to calculate the optimal loss value and cost function. 
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Fig.l33 

 
 

Fig.l34 

 

 

 

• Calculating the accuracy of the model 

 

 
 

Fig.l35 
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• Output 

 

 

 
 

 
 

Fig.l36 

 

 

 

 

My model gives a test accuracy of 98.37 % with a loss value of 0.0677 
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CHAPTER 5: CONCLUSION 

 

 

During the duration of this project, I have modelled and applied various different sorts of 

machine learning models,some of them wereself-modelled from scratchwhile others were  

pre-trained(already)modelsand each model gives me a different accuracy measure for the 

same data, for eg;theself-designedmodelsgave an ranging between 70 and 80 percent for the 

same data,then applying some methods to increase the accuracy by improving my model 

using controlledl epochsl, validationl datal, dropoutl modulesl I was able to increase the 

accuracy range between 80 to 85 percent. To further increase the accuracy of my model, I 

used a pre-trained neural network,to train the same dataset using deep learning concepts to 

increase the efficiency. Using neural networks, I increased my accuracy to >90%.  

Finally, I used the Keras and TensorFlow Deep Learning libraries to implement a 

sequential model of dense neural network layers, activated the output using RelU and then 

passed it through a dropout layer to avoid overfitting, for a few cycles, and finally applied 

the softmax function to get the class of the image. Using this model, I finally attained an 

accuracy of 98.37%. 

 

To conclude, for classification of images, if the input data is less for the model to train 

properly we can use transfer learning to get the parameters from various already trained 

models, and if the input data is sufficient then we can use that data to train our own model, 

whether building it from scratch or using pre-defined ML or DL libraries is up to us. But 

using the multiple deep learning and machine learning libraries available to us saves our 

time and help us in getting better accuracy for our model. 
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Program Screenshots:  
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