MOVIE RECOMMENDER
SYSTEM

Project Report submitted in partialfulfilment of the
requirements for the Degree of

BACHELOR OF TECHNOLOGY
IN
INFORMATION TECHNOLOGY
By
AMRITANSHU SINGH

UNDER THE GUIDENCE OF
RUCHI VERMA

Roll No. — 161474

Department of Computer Science and Engineering.

Jaypee University of Information Technology.



Candidate’s Declaration

| hereby declare that the work presented in this report entitled “ Movie Recommendation
System” in partial fulfilment of the requirements for the award of the degree of Bachelor of
Technology in Computer Science and Engineering/Information Technology submitted in
the department of Computer Science & Engineering and Information Technology, Jaypee
University of Information Technology Waknaghat is an authentic record of my own work
carried out over a period from May 2020 to June 2020 under the supervision of Dr. Ruchi

Verma.

The matter embodied in the report has not been submitted for the award of any other degree or
diploma.

A mnidznatice
(Signature)

Amritanshu Singh 161474

This is to certify that the above statement made by the candidate is true to the best of my
knowledge.

Dr.Ruchi Verma
Computer Science and Information Technology

Dated:



Acknowledgement

The training opportunity | had with Infosys Private Limited, Mysore was a great chance for
learning and enhancing my technical skills. I consider myself as lucky to have been provided
an opportunity by the Jaypee University of Information Technology to do training in a
leading technology of today. | am also grateful to the University’s Computer Science and
Engineering Department for guiding me and helping to find training as per my need.

| also extend my heartfelt gratitude to the Head of Department of my institute, Dr. Ruchi
Verma and to all the faculty members of JUIT for providing me with the knowledge that was
necessary for me to complete my training efficiently.

I choose this moment to acknowledge her contribution gratefully.

| perceive this opportunity as a big milestone in my career development. I will strive to use
gained skills and knowledge in the best possible way, and | will continue to work on their
improvement, in order to attain desired career objectives.

Sincerely,

Amndznatiee

Amritanshu Singh



Content

Acknowledgement

Student Declaration

Introduction

About the Industry

Python Content

5.1 History of Python

5.2 Python Major Version Releases
5.3 Python-3 Basic Syntax

5.4 Basic Operators

5.5 Decision Making & Loops and Control Statements
5.6 Data Structures in Python

5.7 Functions

5.8 Modules

5.9 Exception Handling

5.10 File Handling

5.11 5.13 NumPy

5.12 Pandas

5.13 MatPlotLib

5.14 Machine Learning

ok~ wbhE

6. Project- “MOVIE RECOMMENDER SYSTEM”
7. Result

8. References



Introduction

Training is a great platform during vacations to gain actual field experience for students to
learn, to grow and enhance their technical skills.

Python is easy to use, powerful, and versatile programming language, making it a great
choice for beginners and experts alike. It leads in the statistical, artificial intelligence,
systems tests, to develop Python libraries and applications which address the needs of current
and future work in machine learning.

During the training, a complete overview of the technology- “Machine Learning with
Python” was provided.The training institute provided with proper study material and daily
assignments were given regarding the topic discussed on the particular day. Additionally, an
introduction to basic Machine Learning algorithms and tutorial on their implementation was
given.

Theories were implemented over various practical coding problems.

Introduction of Project:
The title of the project is “Movie Recommender System”.

As the name indicates the main motive of the project was to recommend similar movies to
user as per their taste and the taste of other people like them.Which is mainly used in Netflix
and amazon prime videos.Also used by youtube for recommending us the best video as per
our taste.



About the Industry

Infosys Limited is India’s pioneer in imparting Certification & Recruitment Company. Set
up in 1981, INFOSYS LIMITED started off by providing Certification in Information
Security and related Technology Networking, Cloud Computing etc. At the present date the
lab also provides you with the latest technology such as Python, Machine Learning, Android,
Java etc.

At Infosys the understudies or the applicants are extended to the correct preparing and the
activity according to their particular abilities, experience and interests. Additionally, after the
consummation of the preparation Infosys Limitedstays in contact with the understudy if any
assistance is required in the arrangement procedure.

Infosys late spring modern preparing program is intended for the understudies who are
hoping to ace their specialized aptitudes. Appin's late spring preparing gives understudies the
chance to get hands on involvement with the specialized field. The late spring preparing is a
task based preparing program which is comprehensive and spreads the most recent and up
and coming advances.

Infosys Limited in Chandigarh appreciates a decent foundation. The office is invested with a
helpful learning and information sharing condition. Understudies have advantageous access
to fundamental learning instruments and study materials. The workforce group is truly
agreeable; consistently quick to help and backing at whatever point an understudy needs that.
Every one of them is exceptionally energetic about educating and tutoring. A ton of its past
understudies are doing incredible in their expert life, a large number of whom perceive this
foundation for that and feel fortunate to have had selected here. This foundation has been
fruitful in forming the eventual fate of a significant number of its understudies and keeps on
doing as such. It distinguishes the ability in every person, examinations their requirements
and supports them in like manner with the goal that they can acquire the required greatness.

As the largest corporate university in the world, the Infosys global education center on the
337 acre campus has 400 instructors and 200 + classrooms at its core, with international
benchmarks. Established in 2002, by June 2015, it had graduated around 1,25,000 graduates
in engineering. Itis a train of 14,000 employees on different technologies at a given point of
time.



Abstract

In the dissemination of content, it soon becomes a very interesting problem how
to locate one's favorite film amonga huge number of films. In particular when
the user does not have clear Target-film information, personalized
recommendation system can play an importantrole. In this paper we develop
and incorporate a prototype of a film recommendation program through
research of KNN algorithmsand collaborative filtering algorithmsin
conjunctionwith the current one Recommendation needs for films. We then
give model design for the Clear Theory and JAVAEE relational database

frameworks. Finally the test results showed the system has a good effect on
recommendations.



Litrature Survey

With Internet technology rapidly evolving[1], today's Company entered the
Web 2 era, with information overload Make reality. How to find the information
you need inside Mass of data became a hot topic of research. Movie is amongst
others The main spiritual fun, too, hasthe problem of Overloading Information.

To solve that problem, this Paper bringing outa design film idea Set of
recommendations[1,2].

Try personalized recommendation Consumer tastes and attributes through
collecting and Study of past actionsin order to learn what sort of individual the
Customer is, What sort of action the customer likes, what form of behaviour
Types ofthings thatthe user likes to share, and so on[3.4.5], and Finally, grasp
what consumer functions and expectations are Centered on the framework law,
and suggested Informationand goods of interest to the User[6.7]. Customized
recommendation system is something of a Technology to filter information. It is
a build in device That is a combination of different data mining algorithms And
details specificto the customer to satisfy the needs or ability User desires. The
common System of recommendations is Categorized as a recommendation
framework focused on the content, Collaborative recommendation filtering
system, and hybrid Recommended Unit[9,10]. All Recommendations Algorithm
has different range of uses and conditions of use, which resultsin Use of
various recommendationalgorithms for the Same recommendation for
information.

In the application in question The programis usually a variant of the suggestion
framework Program of suggestion. That s, to combine the benefit of Every
algorithm suggested for the specified method To effectively improve the effect
of the recommendation.

Collaborative Filtering Algorithm



Collaborative filtering algorithms are categorized as user based filtering
Collaborative filtering algorithms[4] and community dependent filtering
algorithms Filtering collaboratively. The fundamental principles of both are
quiteright Similar, and mainly introduces the user-based section Algorithm
recommended for collaborative filtering. Bottom line The idea of a
collaborativefilteringalgorithm is to Insert similar-interest user informationto
object Benutzers[7]. As shownin figure.

User :A ‘e
% Like: romantic, comedy Movie:A
a /
¥
T /1 Movie:B Like
similar . User :B | .
Like: action , animation
f" Movie:C Recommend
20N eeee—r)t | m———— -
/
User .C k. .
l Like: romantic, comedy = Movie:D

User A prefers films A, B , C and consumer C prefers films B, D, Therefore, we
may infer the user A and user C tastesThey are very similar. Since user A also
loves film D, so do we Could infer that user A might also love item D, so item
The user would beadvised to D. The basicidea behind the Algorithm is based
on user's history score records. Check Neighbor consumer as u 'who has
identical goal value User u, then recommend neighbor'sitems User u 'loved
targeting user u, predicts which target score The user u may give a scoreon the
item Neighbor user calculation u 'on item. This algorithmis Consists of three
basicsteps: Calculation of user similarity, Calculation of nearest neighbor
selection and score prediction.
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Python Content

5.1 History of Python:

Pythonwas developed in 1980 by Guido van Rossum at the National
Research Institute for Mathmatics and Computer Sciencein the
Netherlands as successor of ABC language. The namewas inspired from
a TV show aired on BBC channel, “Monty Python’s Flying Circus”.

5.2 Python 3- Basic Syntax

e Pythonidentifiers

e Lines and Indentation

e Comments

e Data Types:
number (int,float,complex),bool,string,bytes,bytearray,range, list,tup
le,set,dictionary,none.

5.3 Basic Operators:

Types of operators:
e Arithmetic: +, -, *, /, %, **(exponent), //(floor division)
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e Comparison:==,1=,> < >= <=

e Assignment: =, +=,-=, *=, /=, %=, **= [/=
e Bitwise: &, |, ~, <<, >>

e Logical: and, or, not

e Membership:in, notin

e Identity:is, is not

5.4 Decision Making & loops and control statements:

e |F...ELIF...ELSE... Statements

e While

o For

e range() function usualy used along with the for loop as a counter.
e Loop control statements: break, continue, pass(anull operation)

5.5 Data Structures in Python:

e Lists: ordered collection of data.

e Dictionary: mappings between a unique key and a value pair.
e Tuples:usedto presentthings thatshouldn’t change.

e Sets: containsunique and unordered elements.

5.6 Functions:

e Syntax

e Function Arguments: Required, Keyword, Default, VVariable length
e Recursive Functions

e Anonymous Functions

e Nested Functions

e Decorators

e Lambda function
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5.7 Modules:

Import statement

The from...import statement
Creating Modules
Reloading modules

5.8 Exceptions Handling:

Pythonprovides two very important features to handle any unexpected
error in Python programsand to add debugging capabilities — Exception
handlingand Assertions. exception handling in Python like other

Languages Pythonalso gives runtime errorswhich can be handled by our
exception handling with the help of try accept some of the standard
exceptionswhich are most frequently included our index error import
error inputoutputerror 0 division error andtypeerror you can check the
exception hierarchy from over here here we can see all the built-in
exceptions let us try to access the array elements whose index is out of
boundsand handlethe corresponding exception here we havean array
containing elements till the second index and we are trying to access the
valueat the third index but accessingis a partoftry as soon as wetryto
access the fourth element or the third index then we move then we move
to the except statement let's run this code we can see that an error must
have occurred and itis handled if the value of a is greater than foo name
error is caused if a equal to three zero division error is caused this can
handle both theerrorslet's run this code we can see that theerror
occurred is handled in Pythonyou can use else Clause on try except block
which must be present after all the except clauses the code enters the else
block only if try Clause does not raise any exception like over here for the
valueto 3 the code enters the else block because it does not cause 0
division error the Rays treatmentallows the programmer to forcea
specific exceptionthe soleargument andraise indicates the exceptionto
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be raised this must be either an exception instance or an exception class

thatis a class that derives from the class exception like here we are
raisinganamed arrowatastringas ata very simplestring.

e Try...except

e Try...except...else

o Try...except...finally

e Nestedtry...except...finally

e Raisingexceptions

e Customized/User defined exceptions

5.9 File Handling:

Pythontoo supportsfile handlingand allows user to handlefiles i.e. to
read and writefiles, along with many other file handling options, to
operate on files.

Let's havea look at Pythonfile handlingin this course. On neural
networkswe're

going to deal with essentially three types of files, we're going to deal
with

CSV files, image files, and text files. CSV files usually havethe.csv
extension, you

can think of those as looking like Microsoft Excel files. In fact on most
computersyou double-click a CSV file and Excel will pop open. Image
files, we'll

deal mostly with PNG or JPEG there'salso text files and others. Images
areone

of the things that neural networks do particularly well so we'll see a lot of
different images in this in this class. And then text files have the .txt
extension. Those are usually just raw text and that has to do often with
natural language processing other types of files that we'll see. Briefly in
this classare JSON and h5 these files will

come from three primary locations your hard drive. Now thisis important
if
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you'reusing Windows you'll see paths like this, if you're usinga Mac
you'll

see files like this, most of you | assume will be using Google CoLab so
watch throughthe tutorial on how to read those from Google CoLab
you'll basically have a path just like this, like this, it'll be close to
Macintosh. CSV files can be read with Pandas. We will deal with Pandas
a lotin the next class. Another thingto note here that is the way thati'm
doingthis.lam giving you web addresses for most ofthe csv files that
will load data HeatonResearch.com that's my own URL which is unique
tothisclassand |

haveall the data files there. This way if you're running in Google collab
or

Mac or Windows or whatever it will work just fine. Theabove command
loads

Fisher'siris dataset straight from the Internet. Ok, it's loaded you can
display thefirst five records of that. And this is a very classic dataset if
you haven'tseen it before it is basically four measurementsfrom flowers
and it defines the species. Here there's

actually three different species at the very beginning since the file is
sorted you'reonly seeingthefirstiris which is sat Setosa. Thisisa
classic classification dataset whereyou try to use these values to classify
what type ofiris flower it is. Readingan image requires the PIL library
but it works similarto reading CSV files you're basically going to do this
and runitand it will load this image from from this URL. And this is one
of the buildings from Washington University, it doesn'tactually look like
that anymore thanks to all the construction but for at least the grass in
front of it. But this isthis is a way that youload a JPG. Now when we do
some of these exercises we're going to have lots and lots and lots of
images. You may literally harvest the images this way but you'll want to
put them on a folder on your Google Drive.
What's good about streamingthem is you don'tactually load thewhole
CSVile

into memory at once. if you're just readinga CSV file and calculating
statistics on each row you really don't need to load the whole thinginto
memory
you can simply read each row and processit. So here | am takingtheiris
data set
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| am opening it up for streaming that means the whole thingis not loaded
into
memory at onceand I'm going to sum each of those four valuesthatwe
saw in
there. | createan array of four zeros and NumPy and | keep a count of
how many
rows I'veread and then I run this and you'll see this is this is essentially
theaverage of each of those four values | am going to loop over the lines
o)
each each line | basically kept to I convert that line into. Let's see more of
this when we when we deal with NumPy but this is how you createa
numpyarray I'm
takinglocations0to 4 only. I don't want the species the species is the
fifth and | convert them into floating-point because they're integers
and because they could potentially come in as integers or strings or other
values. | want them as floating points ifthe line is the right length I skip
any
empty lines. | believe there'san empty lineat theend | sumitup thisis a
vector summationso this is basically taking everything that's in thatline
too sothearray ofthose four valuesand I'm addingit to that other array
that I haveand | keep the count. Incremented so that'sa vector addition
that's adding for our numbers just like this is a vector divisionthis returns
a vector or an array back but it divides each element by count vector
mathematicsis very useful in this this course, because we're often dealing
with vectors which area low dimension form ofa

tensor. So we we deal anytime that we can perform mathacross an entire
tensor at

once, it's a great optimizationreally a text file this is the United States

Declaration of the independence this is just a text file that | was able

to find that hada URL, and it was a puretext file you can run it and it

basically prints out the raw text of the Declaration of Independence of
the

United States of America. Thankyou for watching this video this
concludes file

handlingand Python in the next video. We're going to look at functions
lambdas
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and MapReduce this content change is often so subscribe to the channel
to
stay up to date on this course and other topics and artificial intelligence.

e Modes:r,w,a,x,r+w+a+
e Pickling,unpicklingusing Pickle Module
e Readingand writing Binaryfiles

5.10 NumPy

NumPy stands for “Numerical Python”. It is a library consisting of
multidimensional array objects and a collection of routines for processing
of array.

NumPy stands for Numeric Pythonand is a library that can be used for
scientific computing. A fundamental part of the NumPy library is the
array object capable of holding elements in multidimensions and
performing element wise calculations over the whole array. In addition,
the library includes tools for linear algebra such as matrix and vector
products, and matrix solvingand inverting functions. The NumPy
library’s design of broadcasting functions are versatile and help
determine how the library treatsarrays with varying shapes during
calculations.

Because of these features uniqueto the library, NumPy has become an

essential tool for scientificcomputing. The NumPy library can be
installed using pip or a Python distribution suchas Anaconda.

A Python distribution such as Anacondaincludes NumPy along with
many other common scientific packagessuchas SciPy, Pandas, and
MatplotLib. I'will demonstrate installing NumPy using pip, but if you are
interested in installing the Anaconda Python distribution, check out our
video using Anacondafor installing scientific packages. When installing
a new library in Python using pip, | recommend first creatinga virtual
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environmentto keep thescope of installed libraries local to the project.
This is an alternative to installing libraries globally for a system user. The
virtual environmentthat | use is called venv, which is included in the
Pythonstandard library, although many options for creating virtual
environments in Pythonexist. Now we will setup a virtual environment
usingvenv by typingpy (or python3on MAC) then add the module
option -m followed by venv.

Next specify thedirectory where you would like to place the virtual
environment. I will call my directory NumPyVenv. Ifthis directory does
not yet exist, it willbe created automatically. When this command is
executed, the virtual environment will be created and within it a pyvenv
configuration file is setup. To activate the new virtual environment use
one of the following commands depending on your operating system.

Because | am on windows, | will usethe command
NumPyVenv\Scripts\activate.bat. The name in the parentheses on the
left sidetells us we arewithin theactivated virtual environment.

Now that the virtual environment is running,we can install NumPy using
thecommand pip install numpy.

The NumPy library hasnow been installed in our virtual environment
and we can startusingthe library.

5.11 Pandas

pandasisanopensource, BSD-licensed library providing high-
performance, easy-to-use data structures and dataanalysistools for the
Python programming language. It offers data structuresand operations for
manipulating numerical tables and time series, which is a Panel Data.
Therefore, the library is named is Pandas.

with pandas you can load prepare manipulate model and analyze data you
can join data you can merge data you can reshape data you can take data
from different data basesand put it together and analyze it you can do
pretty much anything you wantto with dataand it all revolves around a
structure called a data frame let's take a look at some examples I'm gonna
show you how to use pandas very briefly on this Titanic LS
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file sothisis a file an excel file that showsthe passengerson board the
Titanic it has whatclass they were in whether or not they survived their
names their sex and age and so on so there's a lot of informationabout the
passengersit's theentire passenger listand thereare just over 1,300
entries and this is quite a famous data set so let's explore

it we're gonna go to about Jupiter notebook and we're goingto import
numpyas NP we're going to importpandaswhich is what we're interested
in here as PD so we've created a variable called Titanic DF this read XL
Is a panda'sfunctionand there'saread CSV and other functionsthat will
read different file types we will run these two cells and then using this
method here we can at the data that we've got so we've now created a data
frameandthis is a really important structure in pandasand when you
learn more about pandas you'll learn all about data framesand these are
the data frames that you can merge and join and do so all sorts of things
with it's a really really useful tool and so we can see here that we've got
thefirst five records of this data set and the next thing we can do is we
can describe the data set so it'll tell us the count we can see we've got
1046 age records andso a little short of the full amountwe get the
minimum age and the maximum age and then the quartiles there so that's
quite usefuland if you look at the affairs that's quite interesting so the
mean Fair was thirty-three pounds I guess but the maximum farewas 512
now usingthis drop commandwe are going to get rid of some of the data
from our data frame because it's not going to be that relevantso we're
going to get rid of the ticket column the cabbingcolumn the boat column
and the body column and then we're going to havea look at what's left so
let's havea look at that we now have a new data frame with less
information but it's more relevantinformation so we've we've trimmed
the data framea little let's carry on so we're going to have a look now at
doinga plotsowhatI'mgoing to do is I'm going to use this value count
function on our dataframe but I'm goingto do it just on the survived
columnand then I'm going to plot it usinga bar plot let's runthatand
there we havethe results of that plot very quickly you can see that where
we havea zero thosearethe peoplethat died and where we havea one of
those arethe survivors so data visualization with panis it's very quick
indeed let's have a look now at the proportion of peoplethatsurvived let's
get that a figure so we run the mean command on the survived column
and we get 38 percent so you can see with
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pandas therearea lot of tools thatallow you to do statistical
investigationinto your datavery easily indeed now what we're gonna do
now is we'regonna group the datain a different way | want to group it by
the sex of the passenger to see how that affected the outcome okay so
what we have here is we have everything now grouped by male and
female | also want to see whether the class ofthe traveler playedarole in
their likelihood of survival so now we do group by but thistimewe do it
on sex and the class and we're gonna get the mean figures of both so let's
havea look so now you can see we've broken this down into female male
and then theclass of travel and this is really revealing isn't it so females

in first class had a 97 percent chance of survival whereas men in third
class or males in third class had a 15% chance of survival and finally let's
see what effect age played because they said didn't they women and
children first so perhapswe can see whether thatwas true so to do that we
do the same command as before but thistime we do it only for ages under
18 and thesearethe results so in first class those under 18 eighty seven
and a half percent of them survived in second class all of them survived
out of the females and in third class 54% of females under the age of 18
survived if we look at the males in first class eighty-six percent of male
survived in first class in second class it was 73 percent butin third class it
was only 23 percent so in a very few lines of code we've managed to
really examine our data very well indeed and that'sreally one of the
strengths of pandasyou can do so much with so few commands another
strength of pandas is working with type series and it's used a lot for this in
academia | want to show youan example now of pandasusing time series
with an example from the stock market this is a shortexample just to
show you a few of the things that pandas can do with the time series but
obviously it can do so much more than this we're goingto havea look at
somestock price day so we've got Apple Microsoftand I've used Quon
Ville toimportthedatathat's already loaded so let's just have a look at
the header of Microsoft the share price just to see what we've got here
okay so we can see thefirst five entries the data goes back to 1986 we've
got open high/low close we've got the volume we've got the ex-dividend
information of the split ratio we've got the adjusted prices as well so
we've got a lot of information there now | just want to plotthe adjusted
closed promise from Microsoft so let's havea look at that and see see
how we do that as you can seeit's very easy we just take the data frame
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name we choose the column name that we want and we just type plot next
to it and if we do that we get a nice graph goingback to 1986 up to the
presentand showing us the price of Microsoft okay now let's have a look
at the index of Microsoft because this is the key bit if we type ms dot
index that tells us that the index is a date time index so this data has been
loaded in to our data frame with the index being the date and that's really
useful and what that means is we can do some very interesting thingsso
for example if we just wantedto see the price of Microsoftin 2018 we
can ust choose 2018 just like that and pandasays the rest for us so let's
havea look and that'sthe pricein 2018 if we just want to havea look at
thepricein March in 2018 then we just putin 2018 stash oh three and
pandasdoes the

work for us and there it is that'sthe price in March and if we wanted to
do a range say from the beginning of 2018 to the end of March again we
just put in the range that we want we put the column thatwe want to plot
onthe typeplotandpandasdoes that for us to what | wantto do now |
want to combine both stocks into one data frame so | can see that
information plotted together and here I'm going to join m/s price with

Applepriceand if we runthat now we have this dataframe and now we
justwantto plotitand thereyou havethe plot of the two stocks okay now
what if we wanted to just look at what happenedto the pricein 2017 for
example well we do what we did before we can havea look just at the
2017 dataand then what other things might we want to do well you can
doarolling average let's havealook at the rollingaverage and there it is
and if you wantedto do a rolling standard deviationto see how much the
stock priceis move on a daily basis when you can do thattoo and you can
see therestraight away that Appleit's a little more volatile than Microsoft
this examplereally is just to show you how powerful panders is now that
should give you some idea of the capabilities of pandas.

5.12 MatPlotLib

Matplotlib is a python library used to create 2D graphsand plots (
histograms, power spectra, bar charts, errorcharts, scatterplots, etc.)by
using pythonscripts. It has a module named pyplot which makes things
easy for plotting by providing feature to control line styles, font
properties, formatting axes etc.



21

Programming language usage

10 4

Usage

T T T T T T
Python C++ Java Perl Scala Lisp

:-E: barchart.py - F:/Training_Python_ML/Project/Project2/fig/barchart.py (3.7.4)

File Edit Format Run Options Window Help
matplotlib.pyplot plt

numpy np
matplotlib.pyplot plt

objects = ('Python', 'C++', '"Java', 'Perl', 'Scala', 'Lisp'")
W_pos = np.arange (len(objects))

performance = [10,8,6,4,2,1]

plt.bar(y pos, performance, align='center', alpha=0.5)
plt.xticks (y_pos, objects)

plt.ylabel ('Usage')

plt.title('Programming language usage')

plt.show()

5.13 Machine Learning
Machine learning is an application of artificial intelligence (Al) that
provides systemstheability to automatically learn and improve from
experience without being explicitly programmed. Machine learning
focuses on the development of computer programs that can access data
and useit learn for themselves.

5.13.1 Types of Data:
e Structured data
e Semi Structured data
e Unstructured data

5.13.2 Learning Classification



5.13.3

Supervised
Unsupervised

Algorithms

KNN

K-Means Clustering
Logical Regression
Decision Trees
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Project- “Movie Recommendation System”

6.1 Introduction:

Recommender systems we're going to start with an Overview of
recommendation systemsand why they are necessary then we are going to look
at the two most common types of recommender systems content based systems
and collaborative filtering and finally we can look at how to evaluate
recommender systemsto make surethey'reina good job let's startwith an
overview imagine any situation where a user interacts with a really large catalog
of items now these items could be products at Amazonthey could be movies at
Netflix they could be music from Pandora's catalogue or it could be you know
news items on Google News what really mattersis that there are tens of
thousands or hundreds of thousands or millions of items a really large catalog
and theuser is interacting with this catalog now there's two ways in which a
user can interact with a large catalog of items the first is search the user knows
what they are looking for and they go and they search the catalog for the precise
item that they are looking for now when you have a really large catalog of items
very often the user doesn't know exactly whatthey are looking for and this is
where recommendations come in the systemrecommends to the user certain
items that they think the user will be interested in based on what they know
aboutthe user now why do we really need such recommendations the key that
made recommendations so importantand a why recommendation system
developsso much in thelast 10 or 20 years is that we moved from an era of
scarcity to an era of abundance.

What do I mean by this imagine that you are out shopping 20 years ago and
you'd go to a local retailer and you'll find a certain number of productson the
shelves of the local retailer now even in a very large retailer like like a Walmart
for instanceshelfspaceis a key it's a scarce commodity it limits the number of
items that a retailer can carry shelf space is expensive because it involves real
estate costs and therefore a retailer can carry only a certain number of products
now similar situation applies in the case for example of TV networksa TV
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network can carry only so many shows because there'sonly so many number of
hours inaday and thereare only so many movie theaters so they can only serve
thescreen a certain number of movies now once the internet was developed
things changed the web enables zero-cost disseminate of information about

productsand what this means is that we can have many more products than ever
before thereis no shelf space limitation on the number of products.

That'swhy the number of productson Amazon is much much more than the
number of products available at any physical retailer the number of you know
movies available on Netflix is more than the number of movies that were ever

away available at a blockbuster and so on this new zero cost dissemination of
information gives rise to a phenomenonthat's called the longtail phenomenon.

Let's examine what this is now imagine a graph where on the x - axis we have
taken the items in the catalog remember items might be books or music or video
or news articles and you've ranked these items by popularity so the most
popularitems areon the left and as you move towards the right the items
become less than less popularwhatdo | mean by popularwell I mean the
number oftimes the item is purchased in a week or it could be the number of
times a movieis viewed in a week or a month or some some fixed time period
now on the y axis we have the actual popularity which in this case I've shown as
number of purchases per week it could be number of views per week or it could
be number of you know plays per month for for musicand so on so in general
you have items ranked by popularity along the x-axis and the popularity itself
alongthey - axis now when you take items you knowin a large catalogand you
rank them and you plotthem on this curve you get a curve that looks like this
you can see that thiscurve you know has a very steep fall initially the the you
know you haveareally really a few really really popular items and then as you
move towardstheright as the you know as the item rank becomes greater the
popularity falls off very steeply but at a certain point you can see that this
popularity stops you know you know falls off less and less deeply and you
know it never quite eaches the x axis the interesting thing hereis that thereis a
cut-off point beyond you know items thatare less popular thanthis cutoff point
you know might be purchase perhaps justto once a week or maybe once a
month ifyou'reaphysical retailer like a Walmartit's not economicto stock the
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sytem becausetherent cost of stocking the item is more than you make buy
when you sell the item and therefore a retailer any right-thinking retailer does
not stock items thatare unpopular that you knowthey only stock the head of
this distribution so there's this cutoff point that | show on this graph here and
items that are more popular than this the the more popular items are available at
a retail store but the less popular items the items are to the right of the cutoff
pointarenot available at any retail store they are only available online now this
phenomenon applies to books to musicto moveto videos to news articles.

for example,

Thereare only so many news articles in newspaper butwhen you go onlineyou
can see the rest of the news articles the less popular news articles thatare off to
theright the piece of the curvethat is to the the piece of the curve here thatis to
theright of this dividing line is called the long tail these are the items that are
available only onlinethe interesting thing is the is this area under the curve here
and you can see the area under the curve hereis quite significant in fact in some
cases area under the curve ontheright is aboutas large or could be even larger
than thearea of the curve under the curve on the on the left so you haveall these
items that could now be found in a physical store but there can be only found
online but thereare so many ofthemthat it's very hard for any user to find all
these items right so when you have this area of abundance and you have so
many items and many of them are only found online how you knowhow do you
introduce a user to all these new items that they may not otherwise find when
you have more choice like this when you have these millions and millions of
items that are only available online you need a better way for the user to find all
these items the user doesn't even know where to start looking and that's where
recommendations engines come in so recommendation Indiansbook in the case
of many many kinds of items books music movies news articles interestingly
they even work in the case of people.

for example,

When you go to Facebook or LinkedIn or Twitter there are so many people that
you do know who to follow a good friend and so Facebook or LinkedIn or
Twitter makes recommendationsto you on the people that you knowthatyou
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could follow a friend | led this pointwith an interesting anecdote that shows you
the power of recommendation engines a several years ago a book was published
called touchingthevoid it's a book about moltenearringit's a very very good
book thebook cameout it didn't make much ofa ripple you knowa few people
bought the book it got some decent reviews but it never became a best-seller
and then a few years after touching the void a new book was published on
mountaineering called into thin air now into the net effect of tractionand lots of
peoplestarted buying into thin air Amazon noticed thata few of the people who
bought into thinair had also bought touching the void so they started
recommendingtouchingthe void to people who boughtinto thin air and lo and
behold those people started buying touching the wide as well the interesting
pointis this may touchingthe void a best-seller in fact it became a bigger
bestseller even than into thin air even though a few years ago a debt sank
withouta trace so this example should showyou the power of recommendation
systemstherearethese items these sort of gems like touching the void know
that people don'tknow because they don't know to look for them but a good
recommendation system can expose people to these hidden gems that they
wouldn't have known about otherwise so let's look at types of recommendation
systemsthesimplest and the oldest kind of recommendation s editorial or hand
curated you might find a list of favorite for example when you go into your
favorite neighborhood book store you might find staff picks certain booksare
marked off as topics right and these are editorial our hand curated and on certain
websites you'll see a list of staff favorites or you'll see a list of essential items
these are essentially built by hand and another place where you will see these
editorial recommendations is often on the home pages of websites for example
if you go to the the home page of most popular websites including product
websites you'll see editorial pick these are products that have been picked by the
rhetorical staff too feature on the home page the drawback with editorial or
hand curated recommendationsis that it's done entirely by you know by the
staff of the website and there is no input from the users of the site so when you
go beyond editorial recommendations the next simple thing thatyou can do is
simple aggregates on many websites you'll see a list of top ten or most popular
or most recent.

for example,
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If you go to youtube you can see the most popular videos for instance right so
theseare simple aggregates which sort of take into account user activity to make
recommendations to other users but these recommendations don'tdependon the
user they only depend on you know the aggregate activity of a lot of other users
thethird and mostinteresting kind of recommendationto us is
recommendations thataretailored to individual usersright for example book
recommendations tailored to your tastes or movie recommendation based on
themovies that you watch previously or music recommendation based on your
music interests andthis is our focus here recommendations that are tailored to
individual usersso let's look at a formal model let C be a set of customers ands
a set of items we go to createa function called a utility function or a utility
matrix the utility functionis a function that looksat every pair of customer and
item and mapsit to a rating okay our in this caseis a set of ratings and for
example R could be a star rating from 1 star to 5 star or R could be a number
between 0 and 10 in general R is a totally ordered set so that you know a lower
value indicates thatthe user liked the product less and a higher value indicates
that the user liked the product more let's look at an example of a utility matrix
now on the top we have 4 movies here but area lot of the rings' matrixand
Pirates of the Caribbeanand down here we have 4 users a lesbo Carolyn David
and the utility matrix gives you ratings for certain movies and certain users for
example Alice has rated avatar and matrix but not Lord of the Rings or Pirates
of the Caribbeanwhereas carol has rated you know has rated the same two
movies Bob has rated a lot of the Rings and Pirates buthasn't rated avatar no or
matrix now it could be that these users have not seen these movies or it could be
that they have seen the movies but not bother to rate them so in general utility
matrix likethis is going to be sparse you know most of the users haven't seen
most of the movies and there are going to be values in some of the you know
some of the locations the key problem in recommendation systemsiis to figure
out these unknown values for example you've seen that Alice has rated avatar
and matrix but hasn'trated Lord ofthe Rings so the questionis can we figure
out what Alice's rating for a lot of the Rings will be based on her other ratings
can you figure out whether she'd like pirates or notright so this is the key
problem for recommender systems once we find out for each user certain
movies that they would have rated highly or with the system thinks they might
haverated highly then we can recommend those movies to those usersso there
arethree key problems in the space of recommender systemsthefirst is
gathering the known ratings ratings in the matrix now in the previousslide
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when you look at the utility matrix it was already filled in with certain values
but how do you get a gather those values in the first place so that'sthe key that
the first problem that you need to tackle the second problem is to extrapolate
unknown rating from known ratings but we are mainly interested in the high
unknown ratings we're interested in those ratings where a user would have given
a high ratingto a movie we're not interested in the average or the low ratings
because they never going to recommend those movies to the user and finally the
third key problem is evaluate extrapolation methods once you havea
recommendation system that can extrapolate unknown ratings from known
ratings how do you know that the recommender system is doing well this very
except you know the evaluation methodologies comein let's start with the first
problem that of gathering datings the first and simplest way of gathering ratings
Is is what what I will call explicit method simply ask people to rate items now
this method is good because the you know you're asking people to directly rate
items and you're going to get you know but and you can decide on what scale
peoplearegoing to rate item for example you can say you can ask for ratingson
a oneto five star scale or you can ask peopleto rate on a scale from zero to ten
or you can just ask people to say whether they liked an item or did not like it so
the explicit method has the advantage of simplicity and of getting direct
responses from users the problem though is that it doesn't scale only a small
fraction of users who viewed a movie or listen to a you know piece of music or
bought a product actually bother to leave a rating or review most usersdon't
actually leave ratings or reviews so while the data that explicitly gathered
excellent data it it's not sufficient in most cases for recommendations because
only a small fraction of users actually leave ratings and reviews since explicit
ratings don'tscale lot of sites use implicit ratings now the idea behind imp licit
ratings is to learn ratings from other user action.

For example an online shopping website might havearule that a purchase
implies a high ratingnow the nice thingaboutimplicit ratings is that they're
much more scalable than explicit ratings because the user doesn't have to
explicitly ratean item and there are way more other actions such as purchases
then thereareratings the problem though is that it's very hard using implicit
ratings to learn low ratingsit's quite easy to learn high ratings because you
might havea rule that purchase implies a high rating but you can never learn a
ratingthata user disliked a product implicitly in practice most recommender
systemsand mostwebsites use a combination of explicit or implicit ratings
where explicitly ratings are available they use them but they supplement them
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with implicit ratings when needed let's move on now to the central problem of
extrapolating utilities or extrapolating unknown utilities from known utility
values the key or central problem that we have to surmountto extrapolate
utilities where the matrix U the utility matrix is very very sparse most people
have not related mostitems and this introduces a slew of problems that will.

Comeacross shortly the second problem we have s a cold start problem when
you havea new item or a new user the new item doesn'thave any ratingsand
new users haveno history so this is known as a cold start problem and we had a
tacklethis problem as well in due coursethereare three approaches to building
recommendation systemsthe first is content-based recommendations the second
is collaborative filteringand the third is latent factor based models let's start
with content-based based approaches

In 2009 Netflix has held a competition where they gave out the prize money of
1 million dollarsfor only 10% of improvementin their existing
recommendation algorithm although sources suggest that they never got into
production butthe conceptsand techniques thatwere developed during this
competitionarestill considered to be biggest leaps in this field the
recommendation systemsas we know today | usually divided into two
categories the First of all, the content-driven recommendation mechanisms
depend on the characteristics and qualities of the object itself, and for example,
if you decide to suggest films to a customer, somethingyou will do is look at
films they enjoyed in the pastand consider related films depending on the
producer ofthe project, the actorsthat were in the project tags are qualities
certain critics We could use recommendation engine ratings given by other
users.

Recommendation systems are basically of two types :

1. Content based Filtering

The main idea behind content-based recommendation systems is to recommend
items to a customer X similar to previous items rated highly by the same
customer for example in example of movies you might recommend movies with
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the same actor or actress directors genreand so on in the case of websites ,blogs
or news we might recommend articles with simlar content or on the simple
similar topics in the case of people recommendations we might recommend
people with many common friendsto each other so here's a plan of action we're
going to start withthe user and find out a set of items the user likes using both
explicitand implicit data for example we migt look at the items that the user has
rated highly and the set of itms a user has purchased and for each of each of
those items we are going to build an item profilean item profile is a description
of the item for examplein this case we are dealing with geometric shapesand
let's say the user likes a red red circle and a red triangle we might build item
profiles thatsay thatthe user likes red items right or they order a user like
circles for instance and from these items from these item profiles we could infer
a user profiletheuser profilein first the likes of the user from the profile has
items the user likes because the user here likes a red circle and ared triangle we
will further the user likes the colour red they like circles and the like triangles
now once we have a profile of the user we can then match thatagainstthe
catalogue and recomend other items to the user so let's say the catalogue has a
bunch of items in i some of those items arered so we can recommend those to
theuser so let's look at how to build these item profiles for each item we want to
create an item profile which we can then use to build user profiles so the profile
Is a set of features aboutthe item in the case of movies for instance the item
profile might include author title actor director and so on in the case of image
and videos we migt use metadatai.e details about data andtags in the case of
peopletheitem profile might be a set of friends of the user even though the item
profileis a set of features it's often convenient to think of it as a vector the
vector could be either boolean (0 or 1)or real valued and there's oneentry per
feature for example in the case of movies the vector might be the item profile
might be a boolean vectorand thereisa 0 or a 1 for each actor directorand so
on depending on whether thatactor or thatdirector actually participated in that
movie let's look at a special case of text for example you might be
recommending news articles now what's the item profile in this case the
simplify term profile in this case is to pick the set of importantwordsin the
document or the item how do you pick the important words in the item the usual
heuristic that we get from text mining s a technique called tf - idf or term.

TF — IDF(Term frequency Inverse document frequency)
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where,
ni = number of documentsthat mention term i

N = total number of docs

Note: we normalize Tf for longer documents.

For example let's say the feature is a certain bird or the word Appleand in
thedocument thatwe're looking at the word Apple five times but there's
another documentwhere the bird Apple appears 23 times and this is the
maximum number of times the word Apple appearsinany documentat
all then the term frequency TF lJ is is five divided by twenty three now
I'm glossing over the fact that we need to normalize DF to account for the
fact that document lengths are different let's just ignore that for the
moment now the term frequency captures the number of times a term
appearsina documentintuitively the more often atermappearsina
document the more importanta featureit is for example if a document
mentionstheword Apple five times theword Appleis moreimportantin
that documentthan another documentthat just mentions it once but how
do you compare the beat of different terms for example you knowthered
bird appearing just a couple of times might be more important thana
more common word like the appearing thousands of times this is where
the document frequency comes in let n-i be the number of documents
have mentioned the term Al and let n be the total number of documents in
thewhole system the inverse document frequency for theterm | is
obtained by dividingn by n I the number of documents that mentioned
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theterm Al and then taking the logarithm of that of that fraction notice
that the more common termthe larger and | and the larger and | the lower
the IDF the IDF function ensuresyou know gives a lower weight to more
common words anda high of 8 to rarer words so people these two pieces
together the tf-idfscore of feature | for document J is obtained by
multiplying the term frequency andthe IDF so given a documentyou
computethetf-idf scores for every termin the document and then you
sought allthe terms in the document dfid of scores and then you have
some kind of threshold or you or you might pick the set of birds as the
highest tf-idf scores in the document together with this course and that
would be the top profileso in this case the dog profileis a real-valued
vector as opposed to a boolean vector now that you have item profiles our
next task is to construct user profiles let's say we have a user who's rated
items with profiles I 1 through I n now remember | one through I n are
arevectors of of entries so let's say this11 plus |2 | 3 and so on and here
Is I ntheseare each is a vector in a high dimensional space with many
many entries now the simplest way to constructa user profile from a set
of item profiles is just to average the item profiles yourn is the total
number of item profiles so if | takeall the item profiles in the users you
know the of all the items the user has has rated and then take thataverage
that would be a simplest way of constructing a user profile now this
doesn'ttake into accountthatthe user liked certain items more than others
so in that case we might want to use a weighted average where the weight
Is equal to the rating given by the user 4 for each item then you would
havea weighted average item profilea variant of this is to normalize
these weights using the average rating of the user and we'll see an

examp le that makes this idea clear and of course much more sop histicated
aggregationsare possible here we only looking at some very simple
examples let'slook at an example that you know that will clarify
weighted average item profiles and how to normalize weights.

Here for example,
=>» Boolean utility matrix:

what'sa boolean utility matrix all we have is information of whether a
user purchase an item or not for exampleso eachentry iseitheraOora 1
let's say the items are movies and the only feature is actor the item profile
in this case is a vector with 0 or 1 for each factor O if then that actor did
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not appear in that movieand 1 if that actual appear in that movie suppose
user X has watched 5 movies and 2 of those movies featureactoraand
three of those movies feature actor B now the simplestuser profile is just
the mean of the item profiles now remember thereare5 vectorsand two
of thosehaveal a 4 featurea and so the weight of featurea is going to
be 2 divided by the total number of item profiles which is 5 which is 0.4
and the weight of feature be correspondingly is going to be 3 by 5 let's
look ata more complex.

=> star ratings:
have star ratingsin the range 1 to 5 and the user has once again watch
5 movies and there are two movie starring actor aand three movie
starringactor B themovies that occur a starred in the user rated 3 and
5 whereas a movie that they're active be acted in the user rated one
two and four since we have5 star ratings and the user gives lower
ratings for movies they didn't like and higher rating for movies they
liked it's somewhat apparent from these ratings that the user like at
least one of the movies from from actor a and one of the movies from
actor B but didn'the but they really didn't liketo of actor B's movie so
once that wererated oneand two oneand two are in fact negative
ratings are not positive ratingsand we'd like to capture this fact the
idea of normalizing ratings helpsus capture the idea that some ratings
areactually negative ratings and some appositive ratings but the
baseline you know users are very different from each other some users
are just more generous in their ratings than others so for user a for
instance a for might be a widely positive rating whereas for another
user for my despian average ratingto sortof capture this idea we're
going to baseline each users ratings by their average ratingso in this
case thethis users average ratingis a threeif you averageall the five
ratings that the user hasprovided the averageratingis a threeand so
what you're goingto do is to subtract the average rating from each of
the individual movie ratings so in this case the movies with actor a the
normalized ratings in that case instead of three and five becomes zero
and plus twoand for actor B the normalized ratings become minus
two minus one and plusone notice that this captures intuition that the
user did not like the the first two movies with actor B whereas he
really liked the the second movie with actor A whether the first movie
with actor A was we know was kind of an average movie once you do
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this normalization then you can compute the profile profile weights
but in this case we divide not by the total number of movies but by the
total number of movies with a specific feature so in this case thereare
two movies with actora and profile wait for actor athe the feature
actorais 0 plus 2 divided by 2 which is 1 and similarly the feature
actor B as a profile weight of minus 2 by 3 this indicates a mild
positive preference for actor A.

Mathematics for making predictions:

U(x,i) = cos(8) = (x . i)/(|x] |i])

Lower the angle theta more close the two objects are to each other,
now that you have user profiles and item profiles the next task is to
recommend certain items tothe user the key step in this is to take a
pair of user profileand item profile and figure out what the rating for
that user anditem pair is likely to be remember that both the user
profileand theitem profileare vectors ina high dimensional spacein
this case I've shown them in a two dimensional space when the reality
of course they are embedded in a much higher dimensional space.

When you have vectors in a higher dimensional space a good distance
metric between the pair of vectors is the angle theta between the pair
of vectors in particular you can estimate the angle using the cosine
formula T theta the angle between the two vectorsis given by the dot
product ofthe two vectors separated by the magnitudes function and
this distance U in this case we are going to.

The angle theta and the similarity of the cosine is the angle 180 minus
theta, the smaller the angle the more similar the item X and the more
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similar the user X and theitem I are 180 minus theta is going to be
larger but for convenience we are going to actually use the cosine of
theta as our similarity measure notice thatas the angle theta becomes
smaller cos theta becomes larger and as the angle theta becomes larger
and larger the cosine becomes smaller and smaller in fact as theta
becomes greater than 90 the cosine of theta becomes negative and so
this captures the intuition thatas the angle becomes smaller and
smaller X and | are moreand more similar to each other and and it
more likely that X will give a higher ratingto item | so the way we
make predictions s as follows given the user X we compute the cosine
similarity betweenthatuser and all the items in the catalogand then
you pick the items with the highest cosine similarity and recommend
thoseto the user so that'sthe theory of content-based
recommendations.

Now let's look at some of the pros and cons of the content-based
recommendationapproach.

Pros:

1. The main Benefit of the content-based recommendation strategy is
that you don'trequire details on other usersto create suggestions to a
single user that turned out to be a very positive thingas you realize
that you can start operating or creating content-based suggestions with
a very first user from day one.

2. Another good thing about content-based recommendation is that
you can recommend to users with very unique days when we go when
you get to collaborate a filtering we see that collaborating
collaborative filtering to make recommendations to a user we need to
find other similar users the problem with that is that if there's a user
with very unique or idiosyncratic tastes they may notbe any other
similar users whereasa content-based approach s able to deal
naturally with this with the fact that you can make you know user can
have very unique tastes as long as the if we can build item profiles for
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the items that the user likes and a user profile for the user based on
that we can make recommendations to thatuser A.

3. Third row is that variable to recommend new and unpopular items
now when a new item comes in we don't need any ratings from users
to build the item profile the item profile dependsentirely on the
features of the items are not on how other usersrated the item so we
don't have a so-called first grader problem that we will see in thein
the collaborative filtering approach we can make recommendations for
an item as soon as it becomes available and finally whenever the
content based approach makes a recommendation you can provide an
explanationor to the user for why a certain item was recommended in
particular youcan just list the content features that cost the itemto be
recommended for example if you recommend a news article to use of
example usinga cotton baitapproach you may be able to say look in
thepastyouspenta lot of timereadingarticle that mentionin Syria
and that'swhy I am recommending this article on Syriato you.

Cons:

1. The most serious problem with the content-based approacheither
finding the appropriate features is very very hard for example how
do you find features for images or movies producing now in the
case of movies we suggested a set of features thatinclude actors
and directorsand so on but it turns out that movies often cross
shonduras and users are not very often loyal to specificactors or
directorsand the similar case of musicit's very hard to sort ofyou
know box music into specific genres and musiciansand so on and
images of courseyou knowthe features are very very hard to find
so in general the finding appropriate features to make content
based approach thiswork turnsout to bea very very hard problem



37

and this is the main reason why the content-based approach is not
more popular.

2. Thesecond problem is one of over specialization remember the
user profileis built using the item profiles of the the items that the
user has rated or purchased now because of this if a user has never
rated a certain kind of movie or a certain genre of movie he will never
be recommended a movie in that in that genre for example or he'll
never be recommended a piece of music that's outside his previous
preferences in general people might have multiple interests and might
expressonly someofthem in the pastandsoit's hardto you knowso
it's very easy this way to miss recommending interesting items users
because you don'thaveany fun enough data on the user.

3. Another serious problem of the content-based approach is thatit's
unableto exploit the quality judgments of other users for example
there might be a certain video or a movie that'swidely popular across
the you know wide cross-section of users however the currentuser has
not expressed interestin that kind of movie and therefore the content-
based approach will never recommend that movie to that user the final
problem thatwe have the cotton based approachis one of a cold start
problem for new users remember the user profileis built by
aggregating item profiles of the items the user has rated when you
have a new user the new user has not related any items and so the
sourceso thereis no user profile so there's a challenging problem of
how to build a user profile for a new user in most practical situations
new users start with you know most recommender system start of new
users with somekind of average profile based on a system-wide
average and then over timethe user profileevolves as user rates more
and more items and becomes more individualized to the use.

2. Collaborative Filtering
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_ User 1 User 2 | User3
——

Mov1e 4

Let's presume we've been provided a series of ratings from the pastand
our aim is to suggest films to this user 3 then how can we tackle this
questionwell the first path we should takeis to look at these ratings to
seek to locate certain users that have displayed similar behaviour to our
user 3 in this situation, let's try to find a user that seems more identical to
user 3. While user two seems to like it, it's obvious that user 1 is more
similar to user 3 now thatwe know this let 's find other movies thatuser 1
lights but user 3 hasn'twatched it looks like movie Phi is the one the user
liked and now we can recommend this movieto user 3 as well as this first
approachwherewe'retryingto find similar users and then recommend
movies to user 3 Similar to it based on the ratings given by the other users
in this case we know thatuser 3 likes film 1 so let's try to find similar
films for film 1 and again we see that Mui Phi is the one where other
users havealso ranked it similarly so that thisapproach where we find
similar items based on the items themselves is called as an item to
collaborative filtering in practice what we know Y ou might like it to grow
older in your early teens, whereasin an item to item method the item
remains the same irrespective of the time right, a horror film is still the
horror filmafter 10 years, so let's do a simple quizto make sure you get it
based on theratings given, so you can recommend movies to the user if
you got it right and use it.

Quantifying the similarity
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High o
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6.2 Procedure:

Collection of DataSet
Compare User A to all other users

Create a function that finds products that User A
has not used, but which similar users have
Rank and recommend
Evaluate and test

6.2.1 : Dataset
The data was collected from Movielens dataset. The snapshot of the dataset is:

The dataset consists of 1682 sample rows with with features item _id(Movies
uniqueid), title(Movie name) .



In [139]: movie_titles = pd.read csv("Movie Id Titles")
movie titles.head()

out[139]: item_id title
0 1 Toy Story (1995)
1 2  GoldenEye (1995)
2 3 Four Rooms (1995)
3 4 Get Shorty (1995)
4 5 Copycat (1995)

And another table with user details consist of 100,003 sample rows with
features user_id, item_id, rating, timestamp.

In [138]: df.head()

out[138]: user_id item_id rating timestamp
0 0 50 5 881250949
1 0 172 5 881250949
2 0 133 1 881250949
3 196 242 3 881250949
4 186 302 3 891717742

Now for further analysis we will merge both user and movie table together:
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In [148]: df = pd.merge(df,movie titles,on="item id")

df.head()
Out[140]: user_id item_id rating timestamp title
0 0 50 5 881250949 Star Wars (1977)
1 290 50 5 880473582 Star Wars (1977)
2 79 50 4 891271545 Star Wars (1977)
3 2 50 5 888552084 Star Wars (1977)
4 8 50 5 879362124 Star Wars (1977)

EDA
Now lets explore the data and get a look at some best rated movies.

Real data is often rather chaotic. Real data sets like bad formatting, trailing
spaces, duplicates, empty rows, synonyms of different abbreviations, difference
in scales, inconsistency in description, skewed distributionsand outliers, and
missing values are many possible issues.

Each of these issues can cause data analysis problems, and is worthy of
attentionin exploratory dataanalysis. There's substantial evidence of
widespread dataerrors.

Theerror levels in clinical testing are estimated to be between 2.3% and 26.9%.
A apparently insignificanterror may also have severe repercussions. NASA lost
a $125 M Mars orbiterin 1999 because a team of engineers failed to convert
measurements from English into metric units.

Data exploration often represents the first step in data analysis. It involves
summingup the dataset and makingit real. Until some modeling research, it
should befinished. As well as the negative effects of data errorsas described
earlier, large data may also trigger modern problems.

As an example, amodernapproach can fail if a numerical variable encountersa
long numerical value. This is a case of the growing study of yield regression.
Analysiscarried out on massive datamay also suffer from the commonly
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known effect of garbage in, garbage out. In other terms, data processing thatis
based on wrong datamay also be deceptive.

Exploration of data serves several ends. First, it helps to gain insight over the
data. This is sometimes called data comprehension. These insight may be very
helpful in the study of subsequent results. And they could even dictate a suitable
choice of modelling techniques or tools. Secondly , it helps to carry outdata-
sanitary checks to ensure a data Looks sensible, in the correct formatand on the
right scale.

Third, it helps to find out if any outliers of values are missing. Finally, summing
up the data exploration datais common. These include an exploration of both

the numerical summary and data. How should we conduct the dataexploration?
The simplestway is to scan the data manually.

You may havereviewed the data manually in the past for those of you who have
experienced working with spreadsheets. However it is labor intensive and not
feasible to manually review data. Even a spreadsheet to Excel can have as many
as 1 million rows. Thereare several avenues to use large data collections. The
first, is to look at data samples. Act for Data samples we can communicate
explicitly with raw data also with large databases, which will significantly allow
us to get a understanding of the results. However, in the end, we will either
review the data using graphical description or confirmation of the results.

Visualization Imports
Using Matplotlib and seaborn Library presentin python.

import matplotlib.pyplot as plt
import seaborn as sns

Let's create a ratings dataframe with average rating and number of
ratings:

Using pandas library function groupby with movie title and the rating
providedto that particular movie.
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df.groupby("title]' )[ 'rating'].mean().sort_values(ascending=False).head()

title

Marlene Dietrich: Shadow and Light (1996)
Prefontaine (1997)

Santa with Muscles (1996)

star kid (1997)

someone Else's America (1995)

Name: rating, dtype: floate4
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Now set the number of ratings column:

ratings[ ‘num of ratings'] = pd.DataFrame(df.groupby('title’)[ 'rating’].count())
ratings.head()

rating num of ratings

title
'Til There Was You (1997) 2.333333 9
1-900 (1994) 2600000 5
101 Dalmatians (1996) 2.908257 109
12 Angry Men (1957) 4.344000 125
187 (1997) 32.024390 41

Now a few histograms:

1. Number of ratings given by user.



plt.figure(figsize=(10,4))
ratings[ 'num of ratings'].hist(bins=78@)

<matplotlib.axes. subplots.AxesSubplot at ex1258fg78e0>
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2. Ratings given by user to see the outliers.
plt.figure(figsize=(10,4))
ratings[ ‘'rating’].hist(bins=70)
<matplotlib.axes. subplots.Axessubplot at ex125d12988>
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Now Visualizing Using seaborn library.
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sns.jointplot(x="rating',y="num of ratings',data=ratings,alpha=0.5)

<seaborn.axisgrid.JointGrid at ©x126005320>
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Okay! Now thatwe have a general idea of what the data looks like, let's move
on to creatinga simple recommendation system.

Wherethe dots are dense is the place where most ratings have took place.

Recommending Similar Movies

Now let's create a matrix that has the user ids on one access and the moviettitle
on another axis. Each cell will then consist of the rating the user gave to that
movie. Notetherewill be a lot of NaN values, because most people have not
seen most of the movies.



In [149]: moviemat = df.pivot_table(index='user_id',columns="title',values="rating")

moviemat.head()

46

ot Th'T'I 101 12 D 2 L 20,000 2001: A : Ni':{iagsl'i 39 Yank Year You Yo Y Young
e Ve 1S oamaians A (ST e Under ouPRe MO Sz ST 2 Fnkensh ows O o
(1997) (1957) (1996) (1954) (1968) Mox[J“ngtasg; (1935) (1997) (1994) (1990) The

user_id

0 NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN

1 NaN NaN 20 50 NaN NaN 30 4.0 NaN NaN NaN NaN NaN 5.0 3.0 NaN

2 NaN NaN NaN NaN NaN NaN NaN NaN 1.0 NaN NaN NaN NaN NaN NaN NaN

3 NaN NaN NaN NaN 20 NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN

4 NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN

R rowve ¥ 1ARA raliimne

Let's choosetwo movies: starwars, a sci-fimovie. And Liar Liar, a

comedy.

starwars user ratings
liarliar user ratings
starwars_user_ratings.head()

= moviemat[ 'Sstar Wars (1977)"']
= moviemat[ 'Liar Liar (1997)"]

We can then use corrwith() method to get correlations between two pandas

series.

¢ similar_to starwars
similar _to liarliar

moviemat.corrwith(starwars_user ratings)
moviemat.corrwith(liarliar user ratings)

Let's clean this by removing NaN values and using a DataFrame instead ofa

series.
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corr_starwars = pd.DataFrame(similar_to_starwars,columns=['Correlation’])
corr_starwars.dropna(inplace=True)
corr_starwars.head()|

Correlation

title

"Til There Was You (1997)  0.572872
1-900 (1994)  -0.645497

101 Dalmatians (1996)  0.211132

12 Angry Men (1957)  0.184289

187 (1997)  0.027398

Now if we sort the dataframe by correlation, we should get the most similar
movies, however note that we get some results thatdon't really make sense.
This is becausetherearea lot of movies only watched once by users who also
watched star wars (it was the most popular movie).

corr_starwars.sort_values('Correlation’,ascending=False).head(10)

Correlation
title
Commandments (1987) 1.0
Cosi (1996) 10
No Escape (1994) 1.0
Stripes (1981) 1.0
Man of the Year (1995) 1.0
Hollow Reed (1998) 1.0
Beans of Egypt, Maine, The (1984) 1.0
Good Man in Africa, A (1984) 1.0
Old Lady Who Walked in the Sea, The (Vieille qui marchait dans la mer, La) (1991) 1.0
Qutlaw, The (1943) 10

Let's fix this by filtering out movies that have less than 100 reviews (this value
was chosen based offthe histogram from earlier).
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Now sort the values and notice how the titles make a lot more sense.

corr_starwars[corr_starwars['num of ratings']>1088].sort_values('Correlation',ascending=False).head()

Correlation num of ratings

title
Star Wars (1977) 1.000000 584
Empire Strikes Back, The (1980) 0.748353 368
Return of the Jedi (1983) 0672556 507
Raiders of the Lost Ark (1981) 0.536117 420
Austin Powers: International Man of Mystery (1997) 0.377433 130

Now these are the movies thatare more corelated with with star wars so
these are the movies that will be recommended to the user watching star

wars.

Same will be done for Lair Lair comedy movie.
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