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ABSTRACT 

In a financially unstable market, like the stock market, it is necessary to have very precise prediction of the 

stock prices. Because of hundred of different factors stock prices changes within seconds, thus it is important 

to have a secure, reliable and precise predictions of the market trends. The successful prediction of stock’s 

future price could return good profit. Analyzing historic trends and various other factors to predict a complex 

non-linear graph requires advance algorithms of machine learning and deep learning. 

In this project Stock Market Prediction using “Deep Learning and Hadoop” we have taken initiative to 

analyze stock market and predict future stock prices. We did the research and literature survey and found that 

there are various methods to predict the share market. We studied different types of neural networks and their 

working. So in this project we have studied the various algorithms and many different tools used for 

prediction and applied that knowledge to make a deep learning model to predict the future stock prices. 

Many different methodologies were adopted. It was the beginning with the collection of data from past years. 

Then we studied different techniques to pre process the data and then pre processed it as required by our 

model. We identified the features like opening price, highest price, volume etc. which affects the stock prices. 

Then we made the neural network model, trained it using different hyper-parameters to tune the model and 

then predicted the future values. Considering overall this project is a great learning experience. It is a concept 

that enables us to predict something where trillions of dollars are on stake. 

To build the project different tools and technologies are used. Different libraries of python are used to 

complete this project. Panda and numpy are used to collect and pre-process the data. Keras  is used to build 

the neural network and implement the algorithm and matplotlib is used to visualize the results. 
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Chapter-1 

INTRODUCTION 

Creating a model, predicting the stock prices and analyzing the trends of the stock market is now becoming a 

fascinating field for people belonging to different fields whether they may be scholars, investors or 

researchers. The stock market is a concept where monetary goods are exchanged among people who buy and 

sell it. The analysis and prediction of the financial market (i.e., stock market) has gained interest with the 

application of artificial intelligence and Hadoop. 

The Stock Market analysis using Hadoop uses Map Reduce algorithm to make analysis of stocks in a very fast 

manner rather than using any other infrastructure which may consume a lot of time. The stock market varies 

due to the environment which is political and macro-economical.. Sample size of the data used for stock 

markets is real -world transactional. On one hand, a larger data size refers to a longer duration of the 

transaction record; On the other hand, large data increases the uncertainty of the financial environment during 

the testing/predicting period. In this project, we use stock data instead of daily data to reduce the probability 

of uncertain noise, and relatively increase the sample size within a given period of time.  

In the past years, there has been extensive research on machine learning and hadoop methods for their 

potential in forecasting and analyzing the financial market. Neural networks have more efficiency in 

predicting the stock prices rather than traditional models and hadoop infrastructure is very efficient in 

working on huge databases and working calculations on them. They also have the ability to understand the 

systems that run dynamically. It is done  through a reprocessing process using new data pattern and Map 

reduce algorithm uses mappers and reducers to efficiently work on the data. 
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Problem Statement 

The problem we are dealing and trying to find the solution is the problem of the risk of losing the money on 

the stock markets. Stock market is dependent on various factors. We have many attributes of a company on 

stock market such as opening date, closing date, opening price, closing price, volume and adjusted close 

which keeps on changing and the money value of a stock goes up and down. The problem here arises that in 

which company’s stock does an investor should invest his money such that he/she will maximize their profit. 

We hear about the stock market in the news every day whenever it reaches a new high or a new low in its 

prices/volume. If a better algorithm could be developed to forecast the short term price of an individual stock 

and if some of the datasets(big data) are analyzed with an efficient algorithm and covariance is calculated 

then the rate of the investment by an individual can reasonably increase by winning his trust with the help of a 

software.  

In fundamental-analysis a company’s future profits are analyzed by taking two factors in account i.e., current 

business environment and financial performance. 

In technical-analysis charts and using statistical figures are used to determine the trends in the stock market. 

We are aiming to make some algorithm work for the above problem statement which will predict stock price 

with a low percentage of error and thus lowering the risk of losing the investor’s money. 
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Why Stock Market Prediction and Analysis? 

Stock market is collection of buyers and sellers of shares or stocks of companies which are listed on the stock 

market or privately traded stocks. As of 2017, size of the entire stock markets of the world was touching 

US$80 trillion mark. 

Stock market is one of the most significant method for raising the investment for the companies allowing 

them to function publicly and earn a lot of profit. 

Everyday billions of transactions taker place on the stock market around the world and the market doesn’t 

depends only factors which can be characterized. 

Stock market values get affected by various factors both internal and external like supply and demand, 

investor sentiments, company performance and other internal factors or some other external factors like 

interest rate, speculation, growth and GDP, socio-political factors. 

Stock market values varies non-linear and can vary within seconds which makes it much more difficult to 

predict them precisely and efficiently. 

With the advancement in technology stock market forecasting has moved from traditional methods to 

technological like machine learning and stock market analysis has moved from the hands of sql queries to the 

HIVEQL queries. 

With the advancement in neural networks the accuracy of prediction has improved immensely and with the 

diversification of the hadoop infrastructure the analysis is made just a few seconds scenario. 

The most important technique is time series prediction using recurrent neural networks (RNN) which is being 

used in this project to predict stock market. 

The algorithm of map reduce in Hadoop used through hive is used for the analysis part of this project . 
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       Objectives 

The Objectives of this project are: 

FOR PREDICTION: 

 To detect the various common trends stock market prices. 

 To collect and feed the data of various companies in a csv file to our machine learning algorithm in a 

formatted way and HDFS. 

 As per the detected trends and applied algorithm of LSTM predict whether the price will go up or down to 

give the maximum profit. 

 Design the algorithm/project to minimize the error percentage in predicting the stock market trends in the 

prices. 

 

    FOR   ANALYSIS: 

 To analyze the Stock Market. 

 To collect and feed data of companies in a csv file to HDFS and then to Hive. 

 The covariance is calculated by applying its formula on the data available from csv file. 

 A user is able to analyze the stock market by accessing the datasets in a faster manner. 

 



 

 
 

Page 5 
 

  

 Methodology 

A. PYTHON: 

Python was chosen as the best choice available due to many reasons and some of them are 

listed below. 

1. There is a big community behind python and is the most popular language of today’s 

programming world. Whenever any error or doubt comes in our mind then it gets easily 

cleared by making a small trip to the Stack Overflow or Google . 

  2. There is an abundance of powerful tools in Python which are ready for implementation. 

Numpy, Tensorflow ,Kersas are easily available and well documented for the use. The 

problem of writing a big complex code is certainly reduced by making the use of these 

packages which makes the iterations in python really quick. 

3. Python can also be termed as a forgiving language as it can be easily implement by just 

looking at some pseudo code available online or on the papers. 

 

B. NUMPY 

The scientific and higher level mathematical abstractions are wrapped in python under the 

python module-NUMPY . We are not able to write mathematical abstractions such as f(x) in 

most of the programming languages because it will be not semantically or syntactically 

correct thus will result producing errors in our code.But we can use numpy and use as many 

as mathematical abstractions that we want in our code. 

The numerical work can be done efficiently in python with the help of an efficient data 

structure such as  Numpy’s array type e.g., manipulating matrices. Many numerical routines 

can be solved by Numpy such as we can calculate the eigen vectors using numpy. 
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C. TENSORFLOW 

Data flow graphs based numerical calculation can be performed in python by using the 

Tensorflow which is on open software easily available. The mathematical operations are 

represented by the nodes whereas the edges of the graph represents the multidimensional data 

arrays (which are termed as tensors) communicated between them. The computation can be 

deployed to 1 or more CPU’s or GPU’s in a PC,server or android with the help of this 

flexible architecture with only one single API. 

It was developed by the Google when they were conducting a research in ML and deep neural 

networks and mow it can be deployed in several domains other than these. 

While others can run on single devices whereas TensorFlow can be run on multiple machines 

(CPU’s or GPU’s) and it is available on linux , windows, apple(mac), android and IOS. 

 

D. KERAS 

It can be referred as an API coded in Python which is an interface of neural networks and is 

run on the top of the Tensorflow. The reason to design/develop it was to enable a faster 

experimentation. As a faster experimentation is the key to successful research therefore Keras 

is used widely for its purpose. It speed is due to the three factors namely friendliness, 

modularity, and extensibility. It can run on both CPU and GPU and can work on the two 

networks namely -  convolutional networks and recurrent networks 

E. COMPILER 

We have used anaconda to run our project as it has a user friendly implementation and the 

libraries can be accessed with an ease. 
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F. Hadoop 

It is a framework which is used to process the huge datasets in a distributed manner. A large 

number of concurrent tasks or jobs can be processed and the storage is provided for any kind 

of data. Its basic functionality can be defined as follows: 

  1. The storage is provided with the help of HDFS. 

  2. The data is processed using Map-Reduce. 

  3.The tasks are divided with the help of Yarn. 

 

 G. Map-Reduce 

It is an algorithm used by Hadoop to process the massive datasets in a parallel manner. It 

basically consists of mappers and reducers which helps in the scheduling of tasks. It helps in 

processing the data available in the HDFS in a faster manner. 

 

H. HIVE 

It is a software of data warehouse which provides SQL like interface to query the data 

available in different databases and integrate them with Hadoop Infrastructure. It is present 

on the Hadoop at the top.  
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Organization 

 

The organization of project report is as follows: 

Chapter 1 will have the basic-introduction to our system. Aim, objectives and the problem 

statement being worked upon are all covered in the introduction. A brief introduction about 

the methodologies used and the algorithm being used in our project is illustrated. 

Chapter 2 will have the literature survey which include the various surveys and research 

being made on the LSTM algorithm ,Hive , Hadoop framework and the other modules 

being used in our project. This literature survey was done to find the best solution to our 

problem statement. 

Chapter 3 will have the system design and structure thoroughly explained. 

Chapter 4 covers the algorithms used for our project. 

Chapter 5 covers the results and performance analysis part. 

Chapter 6 will have the conclusion and future work to be made in this project to extend it. 
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Artificial Neural Network (ANN) 

An Artificial Neural Network is a system which is based upon the human nervous system. 

An ANN is a model that is data driven and which we don’t need to program explicitly and 

is capable of solving complex problems with the help of machine-learning neurons. They 

are able to interpret complex non-linear relationships between dependent and the 

independent vectors. The input and output are related to each other by 

Y=f(Xn) 

Where Y is the output vector and Xnis n-dimensional input vector. The f(.) is function 

which is unknown but is represented by various parameters of the model. 

The basic architecture of any ANN consists of three layers: 

 an input layer, 

 a hidden layer and  

 an output layer.  

Weights, bias and different types of activation functions like sigmoid function are used to 

connect neurons in one layer to another layer 

 

 

                                       Figure 1: Simple ANN architecture 
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Rise to variations in ANN is given by the the difference in the no. of hidden layers and 

no. of neurons in each hidden layer. These parameters are selected based on data type or 

data size and can be determined by analyzing the training results.  

Typically, in an ANN to start the algorithm random weights are assigned to all the links 

between the neurons. Using the inputs and the (input->hidden node) linkages activation 

rate of neurons of hidden layer is calculated. Similarly, using the activation rate of hidden 

layer neurons and weights assigned to hidden and output layer links, activation rates of 

output layer is found out. Error rate is calculated at the output rate and depending upon 

that all the weights are updated accordingly using the backpropagation algorithm from 

hidden layer to the input layer. This process is looped again time and again until a certain 

criterion is met and the weights are updated. Using these weights and and activation 

functions of the layers output is given by the model. 

The traditional ANN model has certain limitations and it fails to solve the sequential time 

series problems such as timeseries stock market prediction. To overcome this problem 

recurrent neural network (RNN) were introduced. 

 

Advantages of ANN 

 Storing data on entire network 

 Can work without complete knowledge 

 Fault tolerant 

 Distributed memory 

 Parallel processing 

 Slow corruption 
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Disadvantages of ANN 

 Depends on hardware 

 Doesn’t explain how the solution is found 

 No proper network structure 

 Not able to solve timeseries problems 
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Recurrent Neural Network (RNN) 

It was first introduced in 80s. Like ANN, it also consists of the same type of layers (input 

,output and hidden). But unlike ANN, RNN can have one or more hidden layers. These 

layers form a chain-like structure in which these layers acts as memory units to store 

previously processed information. Unlike feedforward networks in which the information 

flows in forward direction only, RNNs also consist have feedback loop allowing the 

network to acquire stream of inputs which means that the output of step t-1 is given back 

as an input into the neural network to make the output of step t more accurate. This 

process make the RNNs better than ANN in learning sequences. 

 

 

Figure 2:RNN 

 

Figure mentioned above illustrates a simple RNN with one input, hidden and output unit 

and one recurrent hidden unit. The input at timestep t is denoted by Xt and similarly 

output at timestep at t is denoted by ht. To train the RNN network, it uses a 

backpropagation algorithm which is also used in ANN to adjust the weights. But in RNN, 

feedback process also adds up to count which is thus known as backpropagation through 

time (BPTT).A backward approach is used by BPTT where it updates the weights of the 

links between the neurons unit by unit from output layer to the input layer making it not 

good enough to train the model to learn long term dependencies due to various problems 

it faces like gradient vanishing. 
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Advantages of RNN 

 Can model timeseries problem 

 Able to remember previous data 

 RNN are able to pair with CNN to extend pixel neighborhood 

 

Disadvantages of RNN 

 Gradient exploding and vanishing 

 Train a RNN model is not easy 

 Cannot process large sequences of data 
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Long Short-Term Memory (LSTM) Neural Network 

 

It is an improvement over regular RNN model to overcome the problems mentioned 

above by increasing the no. of cells. LSTM are improved version of regular RNN that can 

learn long term dependencies and remember necessary information required to train the 

model. LSTM architecture form a chain like structure. However, unlike RNN which have 

single neural network, the repeating module of LSTM has a structure consisting of four 

communicating layers which interact with each other in a particular way. 

 

Figure 3:LSTM Cell 

 

A LSTM model is made up of cells which acts as memory units of the network. The two 

cell states namely next cell state and next hidden state are fed to the cell which is 

connected to the next. The cell state is main component which allow the passage of data 

in forward direction without any change. Sigmoid gates can be used to remove data from 

the cell states. LSTM are able to overcome long term dependency difficulty with the help 

of gates which controls the process to remember the information. 
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To build a LSTM model the initial step is to recognize the data that is not important and 

will not be passed through the cell in that particular step. Sigmoid function takes care of it 

which takes two inputs i.e. output of last LSTM unit (ht-1) at time t-1 and input (Xt) at 

current time t. The function of this sigmoid function is to identify which part of last unit 

output is to be discarded. This gate is known as the forget gate (ft) where ftis a vector 

which can have value from 0 to 1. 

Ft=σ(Wf [ht-1,Xt] + bf) 

The next step is to identifying and storing (Xt) information (new input) in the cell state 

and cell state updation also. To carry out this step, two steps needs to be done. First the 

sigmoid layer and the second, tanh layer of the cell. First step is to decide whether the 

information of the Xt needs to be added or ignored which means it can have two values 0 

or 1 and this is decided by the sigmoid layer. The second step is to give weight to the 

updated information based on its importance to the model which means it can have value 

ranging from [-1,1] and this is decided by the tanh layer of the module. The product of 

these two values is calculated and the new cell state is updated. The new information is 

and old information Ct-1  are added to make new information/memory Ct. 

it= σ (Wi [ht-1,Xt] + bi 

Nt = tanh (Wn [ht-1 ,Xt] + bn 

Ct = Ct-1ft + Ntit 

Where, Ct-1 and Ct are two different cell states at time t-1 and t respectively, whereas W 

and b are the weights and bias of the cell states respectively. 

In the last step, the output values of the model depend upon the state of the output cell 

(Ot) of the model. It is also a two-step process. Firstly, the part of the cell which makes to 

the output is decided by applying sigmoid function by the sigmoid layer of the cell. Next, 

the output generated by the sigmoid gate is multiplied by the output of the tanh layer from 

the cell state (Ct) with a value which ranges from [-1,1]. 

Ot = σ ( Wo [ht-1 , Xt] + bo) 

ht = Ottanh( Ct) 
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Advantages of LSTM 

 Overcomes vanishing gradient problem 

 Can solve long-term dependencies 

 Outperforms traditional RNN 

 

Disadvantages of LSTM 

 Takes time to train 

 Easy to overfit 

 Difficult to implement dropout 

 Different random weight initialized at the beginning can affect model 
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HADOOP: 

Hadoop is a framework which is written in java and that is used to store large datasets of any 

kind in a distributed manner. The data stored is then processed  using  map-reduce algorithm 

with the help of mappers and reducers. 

It is basically made up of two parts: 

a)HDFS(The Hadoop distributed file system) for storage. 

b)Map-Reduce algorithm for processing  . 

Its latest version in use is 3.2.1 that has been used in this project. There exists enormous 

number of packages which can be installed at its top namely, 

APACHE-HIVE 

APACHE-SQOOP 

APACHE-HBASE 

APACHE-PIG 

Apache hive is used in our project for processing the database and getting the required results 

and, 

 Apache sqoop is used for the importing the csv file containing data to HDFS and Hive table. 

The main advantage in Hadoop is high availability due to the fact that the Hadoop libraries 

are designed to find and work on error to remove it at the application layer itself. 

   

                                            Figure 4:Hadoop Ecosystem 
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Hadoop Vs Traditional RDBMS: 

 

 Hadoop can be defined as a software which use a distributed environment to 

solve problems on large datasets whereas RDBMS is a software which uses a 

relational model for creating and managing the databases . 

 Hadoop is able to store any type of data such as : 

1. structured data, 

2.  unstructured data and  

3. semi-structured data  

whereas RDBMS is used to store only structured data. 

 Hadoop performs faster read and write in comparison with RDBMS on a 

large dataset. 
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Map-Reduce: 

The Map-Reduce algorithm is used to process data in a distributed environment 

.It consists of two tasks, namely, map and reduce. Data in raw form is fed to 

map which converts it into smaller chunks also known as tuples. These tuples 

are given as a input to the reduce which combine these tuples further. The main 

advantage of map-reduce  algorithm is that once we use this form to write an 

application then that application could be made to run of thousands of machines 

in a cluster. 

 

Figure 5:Map Reduce Algorithm 

 

The input data is passed to map() function whose output is then sent as an input 

to the reduce(). 

Key-value pairs are fed as input and also obtained through output . This 

algorithm is the backbone of the fast and efficient processing of massive 

datasets on Hadoop.  
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Chapter-2 

Literature Survey 

 

Research paper: Performance analysis of various activation functions in generalized 

MLP architectures of neural networks 

Author’s Name: BekirKarlik and A. VehbiOlgac 

Abstract: 

Activation functions are used to define neuron’s output considering the input /set of inputs. It 

is used to change the activation lavel of the node which means it converts input signal into 

output signal. There are various activation functions available which can be used according to 

the requirements of the neural network model. These activation functions are used in hidden 

layers and output layer of the network. The various activation functions available includes 

sigmoid functions, tanh function, conic section.  

 

Bipolar-sigmoid function 

g(x)=( 1 - e-x) / ( 1 + e-x) 

 

Figure 6: Sigmoid function 

This function gives the output value in the range of (-1,1) and is good for networks in which 

backpropagation algorithm is used. 
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Hyperbolic Tangent function 

tanh(x) = ( ex- e-x) / ( ex+ e-x) 

 

Figure 7: Hyperbolic tangent function 

 

Hyperbolic tangent function is almost similar to sigmoid function in a way that both function 

output value ranges from (-1,1).  

 

There are many other activation function available. After comparing these function it is 

known that function like step function are used in classification problems. ReLu function 

works better for recurrent neural networks whereas sigmoid function are faster for 

classification problems.  
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Research Paper: Learning Long term Dependencies with Gradient Descentis difficult                                          

Authors: Yoshuabengio, Patrice Simard and Paolo Frasconi 

Abstract: 

RNs are very strong in their capability to display context and their results are often more 

reliable over static network. Although it would not be proper to train RNN for dependencies 

which are long-term. It is has been researched in the previous years that the system would not 

be tough enough to input noise or would not be properly trainable by gradient descent when 

the long-term data is required. 

The gradient is either vanished or the input noise is tough for the system to handle; this 

conclusions have been drawn from this literature by Y.bengio.Deep feed-forward networks 

may face problems due to the vanishing gradient .The paper concludes that gradient becomes 

increasingly inefficient but not impossible to train Recurrent Networks on long term 

dependencies. 
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Research Paper: LSTM: A Search Space Odyssey 

Authors: Jurgen Schmidhuber, Rupesh K. Srivastava, Klaus Greff, Jan Koutn´ık ,Bas 

R. Steunebrink 

Abstract: 

The use of variants of LSTM architecture have been depicted in this literature. The most 

commonly architecture of LSTM used is the vanilla LSTM which performs very good on 

various data. 

Forget gate and the output activation function are the most important parts of LSTM and 

removing any of the component will depreciate the performance significantly. In order to 

prevent the system from destabilized learning and the propagation of unbounded cell state 

through the network we use the output activation function. Therefore, the GRU performs well 

because its cell state is bounded due to the coupling of forget gate and input  

In comparison to the other methods, the neural networks would be difficult job to understand 

for some new practitioners. The modifications of LSTM architecture are depicted in the 

literature. Moreover, all the variants of the LSTM were explained in the literature with its 

components and with their areas of usage. 
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Figure 8: Simple recurrent network (SRN) unit (above) and a LSTM block (below) used in 

hidden layers 

 

LSTM’s advantages over other methods are explained taking the point in view the ability of 

the LSTM to remember things for their usage in the future. This literature helped us 

understanding that LSTM should be used in our project of stock market prediction because in 

the scenario of our project the trends of the stock market occurred in the past should be 

remember and thus it should be predicted that what will be the trend of the stock market in 

the future. 
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Research Paper: Dropout: a simple way to prevent neural networks from overfitting 

Authors: N. Srivastava, G. Hinton, A Krizhevsky, Ilya Sutskever, R Salakhutdinov 

Abstract: 

Neural networks having number of hidden layers are known as deep neural networks. They 

are very effective ML systems. But large networks having multiple layers become difficult to 

use as they are slow. Overfitting is also the problem with these types of networks. Overfitting 

occurs when a network models the training data too good. In this, a neural network learns 

everything including the noise which hampers the performance of the model negatively. To 

overcome this problem a technique known as Dropout is used.  

 

 

Figure 9: Dropout Neural Network 

 

In this technique, random neurons are chosen and dropped from the Network including their 

connections to the other neurons. With addressing the overfitting problem it also makes 

combination of different neural network architecture effective.  

However, during the testing of the model complete neural network without dropout is used. 

But unlike the same weight, the weight of the dropped neurons is adjusted by multiplying 

their actual weight by their probability of getting dropped. The probability can be assigned to 

the network or can be set 0.5 simply. 
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Figure 10: Basic Operation of Standard and Dropout Network 
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Research Paper: A Review Paper on Big Data and Hadoop 

Authors: Sumit Kumari 

ABSTRACT: 

The three terms of Big Data are being discussed  as the 3V’s of Big Data which are: 

1) Volume of  Data: The amount of data in current world is gigantic in volumes and 

this fact should be put into some useful deed. 

2) Variety of Data: The data available could be in structured form, semi-structured 

form or unstructured from. (images/texts/videos etc) 

3) Velocity of Data: The data available is also increasing at an astonishing rate. 

 

 

 

 

Figure 11:3Vs of Big Data 
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The paper further discusses the challenges related to the Big data that are: 

 storage, 

  processing power, 

  information growth and  

 data issues. 

Hadoop is a solution to all the challenges and the three V’s of Big Data because 

 It can store a lot of data in HDFS (Storage challenge), 

 It can work on all kind of data no matter of its form -Structured/Semi-

structured or unstructured   (Information Growth Challenge) 

  and process that simultaneously in a distributed environment using Map 

Reduce.  (Processing Power) 

This research paper provided me the knowledge about big data and hadoop’s 

components and about its architecture. 
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Research Paper: HADOOP CONFIGURATION AND IMPLEMENTATION IN 

VIRTUAL CLOUD ENVIRONMENT 

Authors:Akanksha and Nasrullah 

ABSTRACT: 

The paper discusses about the architecture of HDFS  and working of map-reduce is also 

discussed but the main focus of this paper is on the steps to configure Hadoop on a virtual 

environment which are as follows: 

1) Install VMware Workstation Player. 

2) Download ubuntu iso file to make a virtual machine of ubuntu on virtual machine. 

3) Download Java (requirement for Hadoop installation). 

4) Download Hadoop.bin.tar.gz file from internet and then install it. 

5) Edit the bashrc file and set environment variables. 

Hadoop is now  installed on our system and we just have to run it now. 

In order to start Hadoop , we have to perform two commands on the terminal which are as 

follows: 

 start-dfs.sh 

 start-yarn.sh 

After running Hadoop now we can run its applications such as hive ,pig and sqoop etc by just 

writing their names. 

This research paper helped me a lot in setting up Hadoop in ubuntu and execute the analysis 

of the stock market. 
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Research Paper: MapReduce and Its Applications, Challenges, and Architecture: a 

Comprehensive Review and Directions for Future Research 

Authors:Seyed and Nima Jafari 

Abstract: 

The applications of Map-Reduce are discussed by explaining an example of word count.The 

architecture and working of Map Reduce has also been discussed : 

 

Figure 12:Partitions in Map Reduce 

 

The input to the Mapper class is the preprocessed data. And after getting the input it performs 

three operations: Tokenizing input ,Mapping and Shuffle and sort and thus the partitions are 

made. Then the Output of Mapper Class is fed as the input to the Reducer Class which further 

performs the operations of searching and performing and thus the desired output is produced 

in no delay. 

The implementation of map-reduce in google mapreduce, Hadoop,Hadoop+,GridGrain and 

Mars. 

The applications of Map reduce were also discussed and it was found useful in distributed 

grep,word count,tera sort,inverted index and ranked inverted index ,Spark and Term-Vector. 
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Research Paper: Hive: Processing Structured data in Hadoop. 

Authors: Anish Gupta, Manish Gupta 

Abstract: 

This research paper revolves around the functionality of hive. The data types used in hive 

could be primitive(int,string,float) or complex(list,structs).  The architecture of hive is as 

follows: 

 

Figure 13:Hive Architecture 

 

Description of Architecture : CLI is the user interface used .Thrift Server displayed in the 

figure is the client API to perform Hive queries. And the driver is responsible for maintaining 

the lifecycle of the hive statements. 

Some Commands were discussed: load ,create drop etc; 

There were two types of tables :managed table and external table discussed in the paper. 

The paper helped me in knowing the working of hive in Hadoop.  
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Chapter-3 

System Development 

For Prediction: Various open-source libraries like NumPy, Pandas, Matplotlib are 

used to import data, preprocessing the sample data and for the visualization of the 

results. We build the LSTM model using library keras. Keras is a python library used 

for development of neural networks. MSE and MAE are calculated using scikit-

learn.Python is the programming language used in our project.   

For Analysis: In our project the data of New York stock exchange has been used for 

the analysis purpose. The data is taken from the local system to HDFS using sqoop 

and then also the data is imported and inserted into the table of hive where the queries 

are acted upon on the data and various parameters are calculated. 

1.1.Scenarios 

In this report we use a easy and effective model for stock market prediction and 

analysis. The stock market characteristics used as input data include the opening 

price, lowest and highest price during the day, closing price of the day the volume  

and the adjusted close of stocks traded during the day. The model is used to 

predict the closing price of the next day and to analyze the stock market data to 

determine the particular stock which would give maximum profit. The google 

stock price data of last 15 years is used and the stock price data of new York stock 

exchange have been used. 

The total sample data is further subdivided into two sets for model training and 

testing. 80% of the data was used to train the model and the next 20% of sample 

data is used to test the model for its performance and accuracy. The input data 

preprocessing was done as required by the model using python libraries numpy, 

pandas and scikit-learn. Root mean squared error (RMSE) and mean absolute 

error (MAE) were calculated to analyze the performance of the model and further 

improve the system and tune the model. 
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   Figure 14:Data Circulation 

 

For the analysis part of our project , the covariance of the stock price is also calculated and if 

the assets are moving along with each other then the stocks will not change its trend and if the 

assets are not moving together then the assets will not show a stable trend and hence money 

should not be invested in that company’s stock. The analysis of the stock market in Hadoop 

will be done by hive by storing the csv file in the hive table using the load command. 
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3.2 Model Design 

The predicted results i.e. closing stock price of the next day depends only on the sample 

data collected of a particular stock market. The input data values are used to update the 

different cells states of the LSTM model. It does not include various other factors which 

might affect the stock price like economic factors like inflation, interest rates etc, politics, 

market psychology etc. However, the model try to calibrate itself with the help of input 

data and analyzedata and try to predict as accurately as possible. 

Different training parameters known as hyperparameters like time steps, epochs etc. were 

used and changed to get the optimum result. The data was formatted and made as 

timeseries data using different timesteps like 20, 30, 60. As the LSTM model only takes 

the 3D vector form, the data was processed accordingly. The input 3D vector consist of 

samples, timesteps and features (independent variables) and the vector has a shape 

n_samples, n_timesteps and n_features. The n_samples are the input data rows. The 

n_timesteps are past value affected by the no. of timesteps used in the model. The 

n_features are data columns like opening price, highest price etc.  

This data was fed into the input layer having 50 units. Further, LSTM layers were added 

having different number of units 30, 40, 50. A dense layer as a output layer was added 

which gives the forecasted value. A dropout of factor 0.2 was added to prevent the 

problem of overfitting. Overfitting is learning of details and noise in the training dataset 

by the model to an extent that it affects the model performance negatively for the testing 

data. Another parameter in neural network model is the no. of epochs.1 epoch is 

considered when the all the data is moved to and fro in a neural network  . To train the 

model and for a model to acquire the important information this entire process of forward 

and backwards data propagation is done thousands of time. 
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                                      Figure 15: LSTM Architecture 

 

Another significant parameter in the construction of neural network is optimizer. 

Optimization algorithms are used to minimize the error function E(x). Error function is a 

simple mathematical function which is based on different parameters of the model like 

weight and bias which keeps learning and updating as we train the model and are used to 

give the output of the model. There are many different optimizer algorithms like gradient 

descent, adagrad, adam. In our model we have used adam (Adaptive Moment Estimation) 

optimizer as it converges rapidly and learning rate of model is excellent. It also 

overcomes from the problems like high variance, vanishing learning rate which affect the  

loss function, faced by other optimizer algorithms.  
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FOR ANALYSIS PART: 

To analyze the stock market data the covariance of the stocks are calculated using the 

formula as follows: 

 

Average (high of a*high of b) -  (Average (high of a)  

*Average(high of b) 

 

If the value calculated from the above formula is found out to be positive and greater than 

one then the stock is a perfect choice for analyzing. 

The average close of a particular stock is calculated for each month .  

The average close of every stock is also calculated. 

The maximum profit (open price – close price) is also calculated for each stock. 

The average volume of stocks is also analyzed. 

The max(high) of the stocks are also analyzed among various stocks. 

 

 After analyzing the above calculated parameters , such stock can be easily chosen by the 

investor which will have the maximum profit by chosing the stock having high positive 

covariance and greater difference between opening price and closing price. 

 

 

 

 

 

 



 

 
 

Page 37 
 

  

Model Evaluation Criteria 

To analyze the efficiency and performance of the model to predict stock market values 

RMSE, MAPE and MAE are calculated. RMSE is root mean square error and evaluate how 

closely true value and predicted value matches to each other.  

 

Where dt is the real value and yt is the forecasted value by the model and N is the total 

number of data fed to the model. 

The lower the value of these evaluation criteria, better the efficiency of the model. However, 

if these 3 criteria lack consistency MAPE is chosen and model performance is analyzed using 

MAPE because out of these three MAPE is most stable criteria. 
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Data preprocessing 

For any machine or deep learning model to be effective, data preprocessing is necessary step 

as the quality of data and its usefulness has a direct effect on the capability of our model to 

learn and adapt; hence, it is of utmost importance to preprocess the data before we train our 

model by feeding the data. 

There are various concepts and steps in data preprocessing: 

 Handling Null Values 

 Standardization 

 Handling Categorical Values 

 

 

Handling NULL Values 

In any actual and real world dataset there will always be some values missing known 

as null values because of various reasons. Regression, classification, classification or 

some other problem it doesn’t matter, no model is capable of handling these NULL 

values on its own so we need to take care of that. 

First we need to check if our dataset contains NULL values or not. In python we 

check that by using isnull() method. 

 

 

Figure 16: isnull() method 
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There are different methods to take care of this. First and the easiest method is to drop 

the columns or rows that have NULL values. However, this is generally not a good 

option as while dropping these rows or columns we may loose important information 

which will affect the model. 

 

Imputation 

It is a process of replacing NULL values of the dataset by some other values using 

one of the many methods available. We can define a customized function to complete 

the task or use Imputer class provided by sklearn. 

 

 

Figure 17: Imputer 

 

Imputation can be done using following methods also: 

 Replacing null values with mean or median. 

 Replacing null values with the most frequent value. 

 k-NN methods. 

 deep learning methods. 
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Standardization 

It is another important preprocessing step after handling the missing values. In 

standardization we convert the dataset values in such a way that the mean of the 

values is 0 and standard deviation is 1. 

In our dataset there are many features which affect the output. Lets just consider two 

features opening price and volume of stocks traded. As volume of stocks generally 

will always be greater than the opening price. So if we feed these values directly into 

our model it will give more weightage to the volume column which is not ideal as 

opening price is also an important feature affecting the output value. So to get rid of 

this problem standardization is done. 

 

Figure 18: Formula of Standardization 

Mean and standard deviation of the dataset is calculated and then to standardize each 

data point the difference of mean and value is calculated and then it was divided by 

standard deviation. Thus, this calculated value will replace the initial value. 
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Handling Categorical Variables 

Categorical variables are basically the variables on which meaningful arithmetic 

operations can’t be done. These values are discrete and not continuous eg gender etc. 

These variables are further categorized in: 

 Ordinal categorical variables: A categorical variable is ordinal if there is some 

natural ordering of its possible values. 

 Nominal categorical variables: If there is no natural ordering it is nominal. 

 

Ordinal categorical variables can be handled by a method known as LabelEncoder 

which codes a label with a value between 0 and no. of distinct values -1. 

 

Nominal categorical variables are handled by OneHot encoder. In this method we add 

n more columns to our dataset. The n here represents the no. of values nominal 

variable can have. The new columns will contain 1 if the value corresponds to that 

column otherwise 1. 
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Chapter-4 

ALGORITHMS 

Humans don’t start thinking about everything from beginning but every time they come 

across something. They try to learn about anything using previous understanding. We don’t 

just forget the past understanding and start from the scratch. Every previous information have 

some importance. 

Traditional neural networks are not capable of this. Recurrent Neural Networks overcomes 

this problem. These networks have loops in nodes which allow them to retain information. 

 

 

           Figure 19:An unrolled recurrent neural network 

 

In our project we have used a special type of RNN’s “LSTMs” (Long Short Term Memory). 

As compared to standard version of RNN, LSTM performs better. They are built to get away 

from long-term dependencies. LSTMs have chain like architecture but unlike standard RNN 

which have only one neural network layer, there are four layers, which communicate with 

each other in a specific way. 
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Figure 20: Repeating module in LSTM 

The significant aspect of LSTM is that these are cell states. The horizontal line on top of the 

LSTM cell acts as conveyer belt through which information just follows the path without 

much variation. The LSTM does possess ability to add or delete the information in the LSTM 

cell with the help of various structures known as gates the cell contains.  

 

 

Figure 21: LSTM training Flow Chart 

 

In our project we implement this algorithm using keras library of python. We insert the first 

input layer, add number of nodes and feed data i.e. independent variables. LSTM expects 
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input data to be in a particular 3D format of sample data, timesteps and number of features 

where- 

Timesteps=RNN is run for these no. of timesteps i.e. how many previous                                                                 

data points affects the next output. 

Features – These are simply the number of dimensions we feed at each time step. In our 

project there are 5 features namely opening, closing, highest, lowest price and volume of 

stocks traded. 

 

 

Figure 22: Implementing LSTM using keras 

 

After that we input few more LSTM layers in our model. To avoid the overfitting of the data 

dropout value of 20% is used . Then a dense layer is added which is output layer and gives 

the predicted value. 

It has various phases. First the model is trained by feeding large amount of data. After that 

the model is tested and based upon the results the model is improved and tuned by varying 

the hyperparameters like time steps, epochs, batch size etc. 

For analysis part, we need to run Hadoop on our system. So first we will login a Hadoop 

user using the command below:  

 

Figure 23:Creating a Hadoop User 
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Then to start Hadoop, we need to start the dfs and yarn of Hadoop as follows: 

 

    Figure 24:Starting hadoop 

As the Hadoop is started in our system now , we have to just go into the hive directory and 

write hive in the terminal to enter the hive platform as follows: 

 

  

Figure 25:Running Hive 

The database is created named project and table nyse is created with attributes of date, name, 

open , close , low , high, adjusted close price of the stocks in it. The command for csv file is 

given in the syntax that the row fields are separated by “,”. 

 

We use the sqoop export command to send the file in HDFS and then to hive. Or we can 

directly transfer it to hive from local system using command-load. Then the covariance is 

calculated of the stocks stored in the hive table and the results are found on the terminal.   
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Chapter-5 

Results and Performance Analysis 

The developed prediction model was tested on the independent dataset and RMSE, MAE and 

MAPE values were used to analyze the performance and prediction capabilities of the 

developed model  The 20% of initial data was used to test the model. 

 

 

Figure 26: Predicted and Real Stock Price 

 

The above graph shows the comparison between real stock prices and predicted stock prices 

by the model. As we only considered only 5 features and stock market get affected by various 

other factors also which is not easy to quantify, the above result predicted by model is quite 

good. 

 

 

 

Training Data 

Test Data 
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Criteria Value 

RMSE 62.007 

MAE 62.081 

 

The above values can further be improved by changing hyperparameters and the model can 

be further improved by tuning the model. 

Result for Analysis: 

 

Figure 27:Covariance of stocks 

The stocks with high covariance can be known from the results and hence from the prediction 

and analysis software, we could be able to save some amount of investor’s money. 

 

 

 

 



 

 
 

Page 48 
 

  

Chapter-6 

CONCLUSION AND FUTURE WORK: 

The Long short-term memory (LSTM) architecture of deep learning field is  used for 

prediction of stock prices unlike feed forward neural network uses feedback connections and 

is based on time series data  thus incorporating past data impact on future. It is a great 

success as it was able to predict the future values with great accuracy. 

Now we are planning to take this project a level up. We will now be working to predict the 

stock price in using the live and real time data. We will use different big data tools like 

apache kafka  and Apache Spark to build real time data pipelines, apache spark for big data 

processing and different spark tools for streaming and machine learning. 
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