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Abstract 

On regular basis, individuals dependably require a few advices when settling on the choices. 

Regardless of whether it is which motion picture to watch at Friday night or are there any 

fascinating new items accessible on the Amazon. Under this unique situation, we fabricate a 

framework that can consequently prescribe new melodies to customers dependent on their 

listening history before. Lots of businesses are nowadays using recommender systems for 

their benefit like Amazon and flip kart for selling products (e-commerce), wynk music and 

ganna.com for music streaming, for selling books, for movies, YouTube for videos 

recommendations. This helps both businesses and users as businesses are getting monetary 

benefit by attracting customers and users are getting benefitted by getting better services. 

Everybody is using recommender systems nowadays in various forms and day to day these 

are getting improved because researchers are researching on making them better and better 

each day due to high competition in the market for giving better services and attracting 

customers. 

This project mainly focuses on only suggestion music for music lovers to help them listen to 

the songs those they may like .This framework enables clients to find new collections or 

tunes making the melodic list accessible for tuning in. Along these lines the framework can 

evaluate what artist or gathering would coordinate client inclinations to the client. For music 

enthusiastic people music is life and music is a larger part of everybody’s lives because 

everything in this universe can be correlated to frequency and vibrations. Music helps us 

tuning ourselves with the universe and best thing about music is that nothing can relax you 

more than a pleasing melody. Due to all the good things about music and high demand of 

recommender systems in the market we have chosen to do this project



1 
 

CHAPTER 1-INTRODUCTION 

Nowadays lots of music industries like amazon music, wink music,gaana.com are using 

recommender systems and the old fashioned way of selling music  has changed to a totally 

different cloud based  .Now all the music resources are present in their cloud and users can 

listen to the songs directly from the cloud. But the issue is there are lot of songs present in the 

cloud system. so we need to classify all the songs based on different genres ,artists locations , 

age groups, languages and the main goal is to classify these set of songs in accordance to the 

taste of the user. Because user expects valuable return after the investment of time as well as 

money thereby we can attract a lot of customers by providing various valuable services of 

their interests For this project we are using various machine learning algorithms as well as 

data mining techniques. We have implemented various algorithms and compared the results 

with one another to find the effective algorithm that suits our model. 

The most common approaches people have used implementing various recommender systems 

are collaborative filtering and content based models. These algorithms aim to find similarity 

between various users various songs and artists. Other than these algorithms we have also 

used random forest algorithm and decision tree algorithm. Both of these algorithms aims to 

predict a decision based on different attributes. For improving the efficiency and accuracy of 

the model we have also used cross validation technique in which we have recursively 

changed the training and testing data set to get optimum results.  We have faced a lot of 

problems which making this project like the data we have chosen was too big (1.2 GB) so we 

had to create a subset of that data set for optimum usage. There were lot of outliers present in 

that data set which required complex data pre-processing. 

 

                                        Figure 1.1(Recommendation Systems)  
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1.1 Recommender System 

With the promotion of the Internet and the advancement of E-trade, the Ecommerce 

destinations offer a great many items available for purchasing. Picking among such a large 

number of choices is challenging for buyers. So clients typically lose all sense of direction in 

the huge space of ware data and can't discover the products they truly need. Recommender 

frameworks have risen in light of this issue. A recommender framework for an E-trade site 

prescribes items that are probably going to meet client's requirements. 

Suggestion frameworks have rapidly changed the way in which the life less sites can now 

interact and speak with their clients and users. As opposed to provide a constant involvement 

in which clients look for and conceivably purchase items, recommender frameworks 

increment cooperation to give a more extravagant or deal. Recommender architecture is used 

by the E-business objective to propose and suggest items and services which are similar  to 

their clients. There are many constraints and parameters on which an internet service 

provider recommends a user certain choices and options depending upon some restrained set 

of parameters. These parameters can include language , age , nationality, history, likes, 

ratings, purchase and many more. The items can be prescribed and suggested dependent on 

the best generally speaking and interacting vender on a particular site, in the presence of the 

social and economic constraints of the client, or dependent on an examination of the past 

purchasing conduct of the client as an expectation for future purchasing conduct. These 

parameters enable the service providers to analyse and determine a set of choices and 

preferences. Moreover, these strategies have been used extensively and  are a piece of 

personalization on a site, since this enable the site to adjust to every client in accordance to 

the client or user .Moreover these famous and successful online service providers use 

personalization as a key component while recommendations because generalization cannot 

be more accurate under defined parameters.  Recommender frameworks mechanize personal 

services and platforms on the internet, which facilitates and empowers singular 

personalization for every client.                                         
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Figure 1.2(Recommendor Architecture) 

 

1.2 Why Recommender Systems?  

As the web moved from a proprietor model to an open publicly supporting model and 
enabled individuals to contribute unreservedly, it saw an exponential ascent in the 
measure of substance accessible, which was something to be thankful for. Be that as it 
may, this prompted two noteworthy issues: 

i. Aggregation: The measure of data turned out to be large to the point that it inspired 

extreme to oversee it while as yet having the capacity to run a web benefit that was 

reachable to all parts of the world. This issue was tackled by building overall substance 

conveyance and dissemination systems, helped by the ascent of NoSQL Database 

frameworks and diminishing stockpiling costs.  

ii. Searching: The second significant issue was the means by which to guarantee that the 

data is inside the scope of the client and that the client does not become mixed up in the 

immense information dumps accessible. This turned out to be a significantly more 

concerning issue than accumulation since the information troves are tremendous and 

every client carries alongside him/her a remarkable point of view and consequently a one 

of a kind pursuit design. We are as yet attempting to take care of this issue today and are 

a long way from accomplishing an ideal answer for it. This is the place recommender 

frameworks become possibly the most important factor. 



More or less, a recommender framework is a framework that predicts client reaction to an 

assortment of choices. Anticipating what the clie

recommender framework. There is a broad class of web applications that include 

foreseeing the client's reaction to choices. Such an office is known as a recommender 

framework. 

Figure 1.3(Generalized Recommender)

 

In today’s services like Netflix, Spotify, youtube offers their customers with plenty of 

choices. A person using such a service is known as client or user and to assist user, 

services can use information filtering to recommend items to users. Items can be 

things such as books, music, movies, news etc.

Recommender systems need information for functioning, data about a particular user. 

This particular data can be fetched directly or indirectly. Directly collecting data means 

that user of a particular service gives feedback and review of the item. Indirectly means 

that system will analyse the users interaction with the particular service consisting of 

history and present services. 

1.3 Problem statement 

The main goal is suggesting best set of options to 

song history frequency list liked

songs user might like then the question comes: how can we use all this information to achieve 
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More or less, a recommender framework is a framework that predicts client reaction to an 

assortment of choices. Anticipating what the client may get next is the basic point of a 

recommender framework. There is a broad class of web applications that include 

foreseeing the client's reaction to choices. Such an office is known as a recommender 
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services can use information filtering to recommend items to users. Items can be 
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services can use information filtering to recommend items to users. Items can be several 

Recommender systems need information for functioning, data about a particular user. 
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our goal. As it not a straight forward task to find the relevance between various songs it might 

be possible that one song which looks similar to other may be completely different and users 

may dislike that song or may be that song is not of users taste .there are lots of user around 

the world and lots of songs so making a relevance between songs and users is a tedious task. 

 

1.4 Objective 

1.4.1 Learning Objective 

Learning objective of doing this project was to first to learn about machine learning and its 

key concepts and various data mining techniques and algorithms .other goal was to learn a lot 

of machine learning algorithm and how to use them .Just learning algorithms doesn’t makes 

you an engineer the real task is to learn which is the right algorithm to apply for a specific 

project .  

1.4.2 Outcome objective 

The main object in terms of outcome was to create a framework for users which can help 

them suggesting the right songs for them .this project aims to find the correlation and 

similarity between different music lovers their tastes and various songs so that if a user’s taste 

is similar to the other one we can recommend the songs of one to another on the basis of 

similar taste. Or if a song is similar to the other we can suggest that song to the user that 

listen the first one. One of the object of this project is to reduce the time that user generally 

wastes on looking for the right song  

 

1.5 Methodology 

1.5.1Functional Requirement 

The functional requirement specification of the project are mainly categorized as user 

requirements, security requirements, and device requirement each of which are explained in 

detail below: 

i. User Requirement: User ought to have account on framework and client must have 

somewhere around one song listened to investigate the identity for the music suggestion.  
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1.5.2Non-functional Requirement 

i. Performance: The framework will have a speedy, exact and dependable outcomes.  

ii. Capacity and Scalability: The framework will have the capacity to store identity registered 

by the framework into the database.  

iii. Availability: The framework will be accessible to client whenever at whatever point there 

is an Internet association.  

iv. Recovery: if there should arise an occurrence of breaking down or inaccessibility of 

server, the framework ought to have the capacity to recuperate and keep any information 

misfortune or excess.  

v. Flexibility and Portability: System will be available whenever from any areas 
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                                       CHAPTER 2-LITERATURE SURVEY 

The proposition issue in the music region has additional challenges as person & music 

perception depends upon various parameters and constraints. In a research it was found that 

songs acumen is impacted by the setting of the customer. They found that music preference 

mainly differs on the basis of age differences , locations and languages .These parameters 

further can be classified into sub age groups, countries, states, regional languages and many 

more. It was reported that artists of similar sounds does not necessarily have the similar 

music and taste of listeners may differ . Music can be near or undeniable to the extent in 

every way that really matters any property that can be used to depict music, for instance, sort, 

melody, beat, arrive starting and instrumentation, which makes it possible to answer the 

subject of similarity between two skilled workers from different perspectives. 

In a research it was found that most of the music listeners are in the age between 16 to 45 

years of age and that was further divided into sub - groups: 

i. Broad taste: People whose melodic learning are exceptionally broad .They contributed 7 

percent of total division. 

ii. Enthusiasts: There are lot of people in this world who believes that music is life and they 

are crazy for music. Indeed, music is the most relaxing thing in this world. They include 21 

percent of this division.  

iii. Casual music listeners: People who casually listen to music in their free time include 32 

percent of this division. 

iv. Indifferent: They have different mindset about music and including 40 percents of this age 

group. 

As per a research every person requires unique set of suggestions. Academics is exceptionally 

urgent and are along these lines the most troublesome audience members to give suggestions 

to. They require unsafe and shrewd proposals rather than famous ones. Lovers then again 

value a harmony between fascinating, obscure, and commonplace proposals. Casuals and 

indifferent, who speak to 72% of the populace, don't require confused proposals and famous 

standard music that they can without much of a stretch relate to would accommodate their 

melodic needs. In this way, it is critical for a recommender framework to have the capacity to 

recognize the kind of client and act as needs be.  
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The objective was to enhance suggestion precision by including more sound information 

from numerous melodies. For this purpose, songs from similar collection and similar artists 

were analysed to find the correlation and was named as “collection effect”. 

As of late, be that as it may, inquire about on recommenders utilizing communitarian 

separating has picked up a greater prominence in the music space. The main music 

recommender framework utilizing community oriented. It utilised a compelled person 

connection for computing similarity effect which corresponds to total like content. 

 Then again, slithered client related to an enormous account of robotized tunes that drove web 

looks of blueprints to somebody's gifted specialists. They utilized system sifting techniques 

on the information to diagram proposals. Then they utilized substance based and synergistic 

sifting approaches unreservedly to support music subject to music and client social 

gatherings. The music packs contained melodies the client was beginning late enchanted by 

and client bunches set clients with comparative interests. They accomplished higher precision 

with the substance-based framework, yet the synergistic secluding system gave all the 

moreover dumbfounding suggestions. Sanchez-Moreno et al. (2016) proposed a total 

separating method that utilized listening coefficients as an approach to manage area the 

decrease sheep issue of synergistic sifting. 

In order to distinguish between clients, the listening clients conduct with respect to specialists 

they tune into which is utilized to describe the clients dependent on the exceptionalness of 

their inclinations. The proposed strategy fundamentally surpassed more customary 

community oriented sifting technique. 
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                        CHAPTER 3-SYSTEM DEVELOPMENT 

3.1  Approach 

i. Gathering the data (choosing dataset) 

ii. Applying data mining techniques on dataset (data pre-processing and data cleaning) 

iii. Making dataset ready to be used in various algorithms 

iv. Choosing the right algorithms for the project  

v. Applying various machine learning algorithms  

vi. Comparing the results and then choosing the right model 

 

While preparing a machine learning mode the very first thing to do is to gather the data .we 

have lots of open datasets available for music recommendation and we have used the most 

common and reliable dataset  

3.2 Dataset  

For this project we have chosen million song dataset which was taken from Kaggle and was 

prepared Columbia university for research of audio systems. This dataset included the song 

listening history of around million people but because the dataset was too big (1.2GB) so we 

had to take the subset of the dataset for our project. Dataset had various attributes like user id, 

song counts, language, artist, genre, and year. The dataset was further divided in two parts 

namely train set and test set and were stored in individual train.csv and test.csv files to 

analyse and to train the model on the basis of train set and then test with test set (test.csv) file. 

 

Figure 3.1(Sample Data set) 
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3.3 Data mining 

These days, information is surrounding us, individuals everywhere throughout the globe are 

overpowered with information. The idea of information mining has begun to grow starting 

with one scholarly field then onto the next one, for example, business, restorative exercises, 

insights, sociological and numerous others. In simple terms data mining means firstly 

extracting the useful data and then making that data suitable to be used in the algorithms by 

cleaning the data and transforming it. 

 

 

Figure 3.2(Data Mining) 

 

3.3.1 Pre- processing 

i. Expulsion of Stop Words: There isn't one distinct rundown of stop words which all devices 

utilize and such a channel isn't constantly utilized. Any gathering of words taxi be picked as 

the stop words for a given reason. By expelling the stop words amid information pre-
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processing we lessen the computational intricacy of the program and thus the task can keep 

running in a compelling way. 

ii. Convert each character to lowercase: This progression is done with the end goal to expel 

the refinement between similar words written in upper and lower case, so demonstrate doesn't 

treat them in an unexpected way.  

iii. Sentence level handling/tokenization:  sentences are tokenized into the words and some all 

the more pre-processing are connected after that.  

 

3.4 Feature Extraction 

i. Bag of Words: The pack of words show is a rearranging portrayal utilized in characteristic 

dialect preparing and data retrieval (IR). In this model, a content, (for example, sentence or a 

report) is spoken to as the pack dismissing language and even word arrange yet keeping 

assortment .The sack of words demonstrate is generally utilized in techniques for record 

characterization where the recurrence or event of each word is utilized as a component for 

preparing a classifier. It is equivalent to the skip gram model of the unigram in the dialect 

display. 

ii. Feature Vector Creation: Feature Vector Creation is the procedure of change of pack of 

words model of into the vector shape where by every word are spoken to with the 

frequencies. For highlight vector creation at first a vocabulary is manufactured utilizing the 

majority of the corpus accessible in dataset which makes a vector space display for words and 

highlight vector are gotten from the every corpus in like manner. 

 

3.5 Classification for recommender frameworks 

i. User profile: a user profile is required to know about user interest and taste from their 

listening history. 

ii. History based: listening history of a particular user and frequency(polycounts) can help 

predict the popular and personalised recommendations  

iii. Vector space: likelihood of songs is computed by frequencies using vector space 
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iv. Location: location of a person has a great impact on his choice preferences. Languages 

also differs with the location   

v. User-thing evaluations framework: Some community oriented separating frameworks keep 

up a client thing appraisals lattice as a piece of the client profile. The client thing evaluations 

grid contains verifiable client appraisals on things. A large portion of these frameworks don't 

utilize a profile learning strategy.  

3.6 Profile generation 

i. New user: when the person is new to the interface. we don’t have anything to predict with. 

ii. Manually created: when person creates profile and starts listening to. 

iii. Related info: when we have all the data about age group, gender, location, language.  

iv. Training set: giving the clients a few from them can select  

v. Profile learning procedure: time to time after user had listened lot of song the profile 

automatically changes. 

vi. Not required: sometimes profiles is not required .We only recommend most popular 

songs. 

vii. Clustering: toward gathering data objects with respect to some regular highlights acquired 

to its data setting. Client profiles are frequently bunched with the end goal to bunches as 

indicated by some standard. To survey which clients share basic interests. Recommenders 

like Last.fm3 or iRate4 play out this strategy  

viii. Classifiers: classifying songs on the basis of genre, language, locations etc by using 

various machine learning classification techniques and then classifying them into groups. 

 

In this project we will learn how to build a music recommendation system using real data. 

Our million songs data set contains two files: Triplet _ file and metadata _ file. The triplet file 

contains user _ id, song _ id and listen time. The meta data file consists of song _ id , title, 

release _ by and artist _ name. Our first job is to integrate our data set which is essential as 

we want to construct a data processing pipeline. To integrate both triplet and metadata files 

we will use the popular python library pandas. 
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We firstly define the two files we will work on: 

Triplets _ file = 'https://static.turi.com/datasets/millionsong/10000.txt' 

songs_ metadata_ file = 
'https://static.turi.com/datasets/millionsong/song_data.csv' 

 

We will now read the table of triplet using pandas and then define the three columns as user _ 

id , song_ id, listen _ count. 

song_df_1 = pandas. read _table(triplets _file ,header =None) 
song_df_1.columns = ['user _id', 'song _id', 'listen _count'] 

Now we will read the metadata file and then combine the metadata file with the triplet file. 

Whenever we will combine two or more datasets then there will be duplicate columns. So we 

will drop the duplicates using song_id. 

song_df_2 = pandas .read _ csv(songs _metadata _file) 
 
song _ df = pandas. merge(song_df_1, song_df_2.drop_duplicates(['song _id']), 
on="song _id", how="left") 

 
3.7 Combined Data Set 

Using the command song _ df .head()we can visualize the combined data set 
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Table3.1 (Combined data set) 

 

 

Here we have the song index, user_ id, song_ id, listen _count, title, release and artist _ name. 

The second step is data transformation as we will select a subset of this data set. We will then 

merge the song and artist_ name in one column.  

 

3.8 Data Set After Transformation 

The first line in the code below will group the song _ df by number of listen _ count. The 

second line will calculate the group _sum by adding the listen _count of each song. The third 

line will add a new column called percentage by dividing the listen _count by the sum of 

listen _count of all songs. Then multiply by 100. The last line will list song according to 

popularity in ascending order. 

Song _grouped = song _df. Group by(['song']).agg({'listen _count': 'count'}).reset 
_index() 
grouped _sum = song _grouped['listen _count'].sum() 
song _grouped['percentage']  = song _grouped['listen _count'].div(grouped _sum)*100 
song _grouped .sort _values(['listen _count', 'song'], ascending = [0,1]) 
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Table 3.2(Data set after Transformation) 
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CHAPTER 4-PERFORMANCE ANALYSIS 

 

After the completing all the data pre-processing and making the dataset suitable for creating 

the model it is time to think about the algorithms to be used for this. 

The most common algorithm are: 

4.1 Content6Based Filtering 

4.2 Collaborative Filtering 

4.3 Clustering And Classification Algorithm 

     4.4 Hybrid Approach 

 

4.1 Content based Filtering: content based filtering is the most popular algorithm when it 

comes to recommender systems. It is common sense that if a user listens to a song and 

another song is similar to that one then user may also like that also. Basic idea behind this is 

to predict on the basis of similarity 

.  

Figure 4.1(Content Based Filtering) 

 

i. Item Profile Creation: Here initially, item profile is created in order with the help of it’s 

feature. In case of movie, music meta data available can be used for item profile creation.  
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ii. User Profile Creation: User profile is created , based on their interaction with the item for 

example with the help of their rating on the items. Hence user profile is created with the help 

of the item profile either by taking the average of item-profile or weighted average of item-

profile. 

Content based filtering can outperform the collaborative, whenever the ratio of item to user is 

very high. 

Content-based filtering is also commonly known by the name of cognitive filtering because it 

recommends and suggests items which are based on comparisons between the materials of an 

item or several items and the user profile or multiple user profiles. The content of each item is 

shown and depicted as a set of terms and parameters predefined , specifically the words and 

statements that occur in the particular document. The user profile is also clearly shows by 

similar terms and conditions and also by studying the contents of items that are viewed and 

rated  by a particular user or customer. 

 

 

Figure 4.2(Content based filtering) 



18 
 

Several constraints have been taken into account while implementing content –based filtering 

method. The term can be assigned manually or automatically. The information sources that 

the content based filtering system use are mostly text documents.  

The learning strategies applied to content based filtering basically find the most important 

and relevant documents depending upon a user and the behaviour of a user.  

A recommender system is capable and efficient enough to pickup and decide between two 

kinds of information or multiple types of information in the form of documents while 

delivering or providing a user with certain recommendations and more precisely before 

recommending it to a user or client: 

i. Exploitation – In this the recommender system will chooses the material in the form 

of documents which are more relevant and important to the material or content that 

the user has already given a preference or even a recommendation. 

ii. Exploration – On the other hand in this the recommender system will choose the 

material provided in the form of documents in case the user does not provide any 

prediction or suggestion to access the users choice. 

 

4.1.1 Advantages of content based filtering 

i. Results are highly relevant 

ii. Recommendations are transparent  

iii. Users can get started quickly 

iv. New items can be recommended immediately 

v. Technically easier to implement 

 

 

4.1.2 Disadvantages of content based filtering 

i. Limited analysis of content and data 

ii. Over-Specialization providing limited degree of novelty 

iii. Insufficient information of user for profile creation 
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 4.2Collaborative-filtering 

 

Collaborative-filtering is commonly known as a social filtering process in which it generally 

filters the content and information by the use of recommendations of other users in similar 

domain. The basic idea behind this technique is that users who agree and are interested in the 

evaluation of a specific item in previous history or purchase in the form of use, access and 

purchase are more likely to agree or match again in future. A user willing to listen particular 

music for example can ask or search for recommendation from friends and people having 

similar tastes and interests.  

 

 

Figure 4.3(Collaborative filtering) 

4.2.1 User based collaborative: If two users likes similar songs then we can recommend the 

liked songs of one to another. In this project we can predict the collection of one user to 

another based on their tastes. 

Consider that we want to recommend a song to our friend. We can assume that similar people 

can have similar tastes and interests. Suppose that I and my friend have seen the similar songs 

and we rated those movies almost equally. If I liked a particular song it is most likely that he 
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will too like that particular song. User based – collaborative filtering uses this logic and 

recommends songs by finding similar users and then suggests similar songs.  

 

Figure 4.4(User based collaborative filtering) 

 

With a user based approach in prediction analysis, the system can calculate similarity 

between pairs of items of users by using the cosine function. Usually such approach of 

calculation take longer time frame and also require to be computed than those in item based 

approach. That is because: 

 You have a lot more users than you have items 

 You will expect items to change less frequently than the users 

 With more number of users less change in the items , you can use many more 

attributes than purchasing history while calculating user similarity 
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Figure 4.5(User based collaborative filtering 

     4.2.1.1 Advantages Of User Based Collaborative Filtering 

       i. Context is independent 

 ii. Compared to other methods, such as content-based, it is more accurate. 

       iii. Easy to implement 

 

    4.2.1.2 Disadvantages Of User Based Collaborative Filtering 

     i. Sparsity - Percentage of users who rate items is really low 

     ii. Scalability -The more users in system, the greater the cost of finding nearest neighbour 

 

4.2.2 Item based collaborative: If user like some songs and there is another song similar to 

others then we can suggest that song to user. In item based collaborative filtering we 

generally search for the items which have  similar or identical domains , features and 

attributes to the article or items that a user has already used in past and has rated and 

recommended  most similar items . So what does this similarity mean in this particular case? 

In this particular case we do not mean that two items are the same by attributes as in sedan 

car and hatchback car are similar because both of them are cars. Both the sedan and the 

hatchback are categories of cars but cannot be considered similar on the basis of this common 

domain. 

This methodology is more effective as well as stable when particularly compared to the user- 

based collaborative filtering because the  mean items generally have a lot more ratings and 
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reviews than the average user has because of more access of those items widely. So in this 

case the user rating will not have an impact because of the unpopularity or less number of 

rating. 

To calculate and analyse similar attributes between two items or more than two items , we 

will look into the given set of items that the target user or client has suggested and rated and 

then compute how much similarity there is between the target and then select k most similar 

items. Here the target item and target client can be defined as the item particularly focused on 

which recommendation has to be done. Whereas, the target client is a service user who has to 

be provided with optimum suggests and preferences .Similar attributes between two or more 

items is calculated by taking the ratings into considerations of the users who have previously 

rated two or more  items and then  use the cosine function of similarity. 

 

 

 

Figure 4.6(Item based collaborative filtering) 

 

Considering the similar example of our friend, instead of focusing on our friend , we can 

focus on the items from various options which are more similar to what our friend likes. This 

new shift of focus is known as Item-based collaborative filtering. 

This methodology is more stable as well as effective in itself in comparison to user- based 

collaborative filtering as the mean or average items have higher ratings than the average user. 

This enables it to effectively perform in recommending any particular set of itmes to a 

specific user or client. 
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Figure 4.7(Item based collaborative filtering) 

 

4.3.1 K means clustering 

The k means is a generic and easy to implement clustering-algorithm with minimal 

complications and complexities. In clustering algorithms the data is accepted and taken as 

input data as input and then it will uses the mathematical precision of calculations and 

methods to search particular groups which are of similar items as predefined as input or users 

as using that particular data as predefined in input. For example supposing we are provided a 

set of 6 people having age group as follows: 4,7,17,27,46,48. This information defines 

number of persons and the ages of those particular persons .If we are asked to split that group 

into sets, generally one will split the given data into minors (5,7,17) and non-minors(44 and 

68).This type of separation or classification is based on a factor which is age .But we cannot 

call this clustering but this what exactly is being done: clustering like with similar based on 

the data set given. Clustering-algorithms such as k-means algorithm generally perform the 

same thing as defined earlier, but with huge amount of data at a large amount of scale. It is a 

good and easy method to arrange and augment. 
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Figure 4.8(Clustering data) 

This algorithm aims to group together various songs or various users based on various 

attributes .this first finds the similarity between objects and then group them together .These 

groups are named as clusters. One thing about this algorithm is that previously unknown 

clusters or groups can be discovered using this. Nearest cluster for each object is calculated 

and then they are assigned the nearest cluster.   

In k means clustering we are provided with a set of data items relevant or irrelevant to the 

domain, with specific attributes. Our primary goal is to arrange and categorize these set of 

items into groups based on given constraints and parameters. For us to attain this, we will 

have to  use the k-Means algorithm to obtain required and optimum results . 

The algorithm will make category of the items into k groups of similarity.  

This algorithm will works as in the given order: 

 Firstly initializing of k points will be done, which is done uncertainly  or randomly. 

Further we will the categorize all items to the closest mean and then update the 

mean’s coordinates, which are the averages of items categorized in that mean so far. 

 We the repeat the process for any given number of iterations and then at end, we have 

our clusters. 
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4.3.1.1 Process  

We are describing the process to show how it works. W takes care of all with only a single 

line of code. In order to keep the procedure straight and simple, we will us now consider 30 

users in a given Training set or  given set of Class, each user  will have  2 or more than 2 

scores. We now will create separate non identical clusters based on the scores of the first tests 

performed. 

 Now this is how the k-means algorithm will work with this particular setup: 

 It will firstly randomly it will take 2 or more than 2 different points that will serve as 

initial cluster. 

 Then it will calculate the distance between each of the given 30 data points from the 

given each centre. 

 Now it will allot each of the data points to the cluster with the closest centre.  

 Now recalculate each of given centres of clusters using just those given data points 

that were assigned to cluster. 

 Recalculate distance of each of 20 data points from each of new cluster centre. 

 It will then reassign each of the data points to the cluster and then with closest centre. 

Further it will continue repeating process till no such data points need to be assigned again 

even  after the calculation of the new cluster centres has been done. 

 

4.3.1.2 Does k- means produces optimum result? 

No, it will not but normally it works optimum. 

The primary stage is randomly choosing starting cluster centre locations. This means that the 

received output can sometimes be affected and changed to some degree level by that 

particular starting point. In some rare cases, the outcome can be substandard to other 

clustering outputs. This means all clustering outputs will not necessarily be same or identical. 

In practice, we should firstly set up a random input and then reproduce the result. Moreover, 

in formation of this post, very commonly we receive undesirable results. The method to 

obtain desired results was to set up random seeds or input. 
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4.3.1.3 Algorithm  

 

 

4.3.1.4 Advantages Of K-Means Clustering 

 Quick , robust and easy to analyse  for effective implementation 

 Relatively it is more effective and optimum 

 Gives more desirable results when the data set is different or well separated from one 

another. 

 

4.3.1.5Disadvantages Of K-Means Clustering 

 Requires appropriate specifications of the number of cluster centres 

 In case there are two or more highly overlapping set of data then the k-means will not 

be able to resolve it 

  It is applicable only when the mean is known 

                           

4.9 ( K means clustering diagram) 
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4.3.2 Logistic Regression 

Given a training set having one or more independent (input) variables where each input set 

belongs to one of predefined classes (categories), what logistic regression model tries to do is 

come up with a probability function that gives the probability for the given input set to belong 

to one of those classes 

 

Figure 4.10(Logistic Regression) 

The basic logistic regression model is a binary classifier (having only 2 classes), i.e., it gives 

the probability of an input set to belong to one class instead of the other. If the probability is 

less than 0.5, we can predict the inputs set to belong to the latter class. But logistic regression 

can be hacked to work for multi-class classification problem as well by using concepts like 

“one vs. rest”. What we basically do is create a classifier for each class that predicts the 

probability of an input set to belong to that particular class instead of all other classes. It is 

popular because it is a relatively simple algorithm that performs very well on wide range of 

problem domains 

The logistic function (also known as sigmoid function) is defined as  

 



Figure 4.11

Let us consider that we have N users, M songs, and K features per song. For each user , we 

can define a feature vector with M K entries. When we want to predict or recommend 

interaction for any pair (u , m) of user

K,(m+1)K] will be on. The other M

M separate logistic regression models into one single logistic regression model.

In our case, for each movie m, we will use the interaction with the M

features. Thus K=M-1 and our vector will have M

raise concern about memory usage 

number of movies. In fact, this is one of the reason

for each song in the first place.  

This is where feature of hashing comes into play. The interactions are very sparse. A small 

percentage of the M-1 features for each song are likely to be on. Instead of having vector of 

M (M-1) entries for each user-song pair (u , m) , we can create a small vector of 2^B entries.

 

4.3.3 Random Forests  

Random forest is a non rigid and easily used

algorithm. In this algorithm we will not

obtain a good result and obtained most of the time. It is also one of the most frequently used 

algorithms because it is simple and also it uses both clas

random forest is a controlled type

random. This random forest creation enables multiple options and decisions.
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Figure 4.11(Sigmoid function) 

s consider that we have N users, M songs, and K features per song. For each user , we 

can define a feature vector with M K entries. When we want to predict or recommend 

m) of user u and song m, one features with indices in [m

other M (K-1) feature will set to zero. This will enable us to pack 

M separate logistic regression models into one single logistic regression model. 

, for each movie m, we will use the interaction with the M-1 other 

1 and our vector will have M (M-1) entries .This should immediately 

raise concern about memory usage – the number of features will scale quadratic with the 

number of movies. In fact, this is one of the reasons why we should not train separate model 

 

This is where feature of hashing comes into play. The interactions are very sparse. A small 

1 features for each song are likely to be on. Instead of having vector of 

song pair (u , m) , we can create a small vector of 2^B entries.

a non rigid and easily used and implement machine –learning

. In this algorithm we will not even use the hyper parameter tuning, 

obtained most of the time. It is also one of the most frequently used 

algorithms because it is simple and also it uses both classification and regression tasks

random forest is a controlled type of learning algorithm as it creates a forest and makes it 

This random forest creation enables multiple options and decisions.

 

s consider that we have N users, M songs, and K features per song. For each user , we 

can define a feature vector with M K entries. When we want to predict or recommend 

features with indices in [m 

. This will enable us to pack 

 

1 other songs as the 

1) entries .This should immediately 

the number of features will scale quadratic with the 

not train separate model 

This is where feature of hashing comes into play. The interactions are very sparse. A small 

1 features for each song are likely to be on. Instead of having vector of 

song pair (u , m) , we can create a small vector of 2^B entries. 

learning type of 

parameter tuning, still we will 

obtained most of the time. It is also one of the most frequently used 

sification and regression tasks. The 

learning algorithm as it creates a forest and makes it 

This random forest creation enables multiple options and decisions. In simple 
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definition random forest builds multiple decision trees and then merges them to obtain a more 

optimum and accurate as well as stable prediction. 

                                    

 

Figure 4.12(Random Forest) 

 

Random forest is a decision making algorithm which makes prediction on the basis of various 

attributes function at nodes is computed and then best node is predicted. The random forest is 

a compatible and commonly used machine learning type of algorithm that gives good results 

most of the time. It creates a forest and then makes it random. In simple words random 

forests creates multiple decision trees and merges them together to obtain more accurate and 

optimum predictions. 

 

One of the major benefit and or strongpoint of this particular technique are that it can use 

both the classification as well as the regression. This generally forms the majority of the 

machine learning systems. Random forests have nearly similar hyper-parameters as a 

decision tree. This means it has certain level of similarity with the decision tree. Moreover it 

instead of searching for the most important feature or attribute while splitting of the node, it 

searches for the most important feature among a random subset of features or attributes. This 

means that it focuses on the best and optimum attribute and not the most vital. Random inputs 
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are categorized and divided into subsets. This results in a wide diversity that generally results 

in a better model. Therefore in the random forest algorithm, only the random subsets are 

taken into consideration by the algorithm for splitting of the data . 

 

Real life analogy 

Consider a user or person for understanding that wants to confirm and decide which places 

that person should travel in various parts of the world or a country or even a state during 

fixed period of time .He will firstly ask people who know the person for their suggestion and 

advice. Firstly the person goes to his friend and asks about the travel history and experience 

.This is a typical decision tree algorithm .In such case the person’s friend created rules to 

guide and direct his decisions and choices about what the particular person should 

recommend. Similarly after asking several friends the person derives recommendations. Then 

the person chooses places to travel the places that were suggested by most people, which is 

the typical random forest approach. 

 

 

 

Figure 4.13(Decision Forest) 
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Advantages Of Random Forest 

 The predictive performance can complete with the best supervised learning algorithms 

 Provide a reliable feature importance estimate 

 Offer efficient estimates of the test error without incurring the cost of repeating model 

training associate with cross-validation 

Disadvantages Of Random Forest 

 An ensemble model is inherently less interpretable than an indivisual decision tree 

 Training a large number of deep trees can have high computational costs and use lot 

of memory 

 Predictions are very slow which may create challenges for applications 

 

 

 

 

Algorithm for random forest: 
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                                              Figure 4.14(Random Forest) 

 

4.3.4 Decision Tree 

Decision tree is commonly and easy to implement algorithm used all along. The Decision 

trees can be used both for the classification as well as regression of the problems. The 

Decision trees frequently copies and then follows the human standard of thinking so that it is 

simple to understand and make good interpretations of the given set of data . A decision tree 

effectively and efficiently makes us understand the concept behind for the data so as to 

interpret it and develop and produce optimum output. This means that a decision tree is 

defined as a tree in which each node will represent an attribute or a feature, also each of the 

links will depict a decision and each leaf will represent an outcome.  

This is somewhat similar to random forest .It predicts decisions on the basis of gain and split 

ration and then best node is calculated. This acts as a tree further node selection takes place 

till the last node by same method. 
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Figure 4.15(Gain Ratio) 

 

 Figure 4.16(Decision Tree) 
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 Advantages Of Decision Tree 

 Generate rules which can be understood 

 Perform the classification without the requiring much computation 

  Handle both continuous and categorical variables 

 Give clear indication of which fields are most vital for prediction 

 

 Disadvantages Of Decision Tree 
 Less appropriate for the assessment of tasks where focus is predicting  value of 

continued attributes 

 Prone to errors in the classification of problems in case of many class and in case of 
small number of training  

 Computationally expensive to perform  
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    Test plan  

1. Data exploration 

We have explored our data with the help of software and computed lot of things  

                                                           Table 4.1 

                

                                                            Table 4.2 
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Histograms for various attributes of the dataset 

 

Figure 4.17(Histograms) 

Scatter plots:  

 

Figure 4.18(Scatter Plot)  



37 
 

4.3.5 Cross-validation 

It is a method of model or design validation and to analyze and study how the results of a 

statistical data model will be generalized into an independent data set. This means it simply 

converts the data of statistical domain into generalized domain. It is most widely used in 

conditions where the primary goal is prediction, and one wants to see how accurately a 

predictive model will perform. 

The primary objective of cross-validation is classification a data set so that the model can be 

tested in the training set. This will definitely reduce and limit problems such as under fitting, 

over fitting and so that we can get to know about how the model will generalize to 

independent data set. There are basically two types of data sets. One is the training set of data 

and other is the test data set. Cross validation is very useful for assessing the performance of 

machine learning model .When we are provided with a machine learning problem, we will be 

given two types of data sets –known data which is training data set and unknown data which 

is test data set. 

In one round we will separate the original training data set into two parts: 

 Cross validating the training set 

 Cross validating testing set and validation set 

 

Figure 4.19(Cross Validation) 
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What is over-fitting and under-fitting? 

 Under-fitting refers to not capturing enough patterns in the data. The model performs 

poorly both in the training se and the test set. 

 Over-fitting means capturing noise and capturing patterns which do not generalize 

well to unseen data . The model performs well in the training set nut poorly in the test 

set. 

 

Figure 4.20(Training And Testing Set) 

Cross validation is a technique which is used to improve the efficiency of a model by 

recursively interchanging the training dataset and testing dataset to train the model. In the 

first step if we have taken first half as train and second as test then we interchange them by 

making second half as train and first as test set to validate the model and train to get effective 

results . 

 

4.3K - Fold Cross-Validation 

K-fold cross validation is a famous method of validating that is very often used in machine 

learning algorithms. One of the most famous and widely used cross validation technique is k 

fold cross validation . in this algorithm there’s just a single attribute which is k which asks for 

number of  break to be done on the dataset like if the value of  n is 4 then this algorithm 

creates four sets of the dataset for cross validation. 

K-fold cross validation is implemented as in the following steps: 
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 We will firstly Partition the given training data set into n number of equal subsets. 

Each of the subset is named a fold.we will name the folds  as f-1,f-2,f-3,....,f-k. 

 For j=1 to j=k 

 We will keep the fold f-i as validation set and keep all remaining k-1 folds in cross 

validation training set. 

 Train machine learning model using cross validation training set and calculate 

training set and accuracy of model by validating predicted results against validation. 

  Estimate accuracy of machine learning model by averaging by the accuracies derived 

in all k cases of cross validation. 

  

 

     

Figure 4.21(K-Fold Cross Validation) 

 

 

 



Let us see the algorithm to better understand
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see the algorithm to better understand 
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Results 

 

We have tested all the models (used algorithms) with the help of confusion matrix .Graph for 

real positive rate against the real negative rate are prepared and model prepared with the help 

of random forest was having the highest true positive against true negative rate means its true 

positive rate was highest .This was the most effective model of all in predicting songs of 

users taste and learning rate of random forest was highest for music recommender system. 

Hybrid approach of collaborative filtering and content based filtering also had great learning 

rate and accuracy 

 

                                         Figure 4.22(Logistic Regression)          
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Figure 4.23(Decision Tree) 

 

                                                   Figure 4.24(Random Forest) 

 

 

From these graphs it is clear that random forest model is closest to true positive rate .. 

Model Accuracy(%age) 
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Logistic regression 73.4 

Random forest 77.9 

Decision tree 71.2 

Collaborative filtering 74.1 

 

 Accuracy measure is saying the same thing. 
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                                  CHAPTER 5-CONCLUSION 

5.1 Conclusions 

We had a great learning experience doing this project. we have learn about data mining and 

data cleaning .this is the very first task of a machine learning model to remove all the 

problem creating objects from the dataset. data cleaning and data exploration were very 

useful to making dataset algorithm ready .we have learnt to create machine learning model 

,train the model and then doing testing on it .most common algorithms used before by others 

were content and collaborative but the hybrid of the two gave extraordinary results. Best 

suited algorithm for this project was random forest algorithm. 

 

5.2 Future work  

Due to lack of time we couldn’t make a model using singular value decomposition and 

support vector machine .Popularity based models are also good at recommendations so we’ll 

try to implement this also to predict top-N songs to the users which are most popular at a 

given time. 

There are of the recommender system is vast and covers various parameters. It is developing 

and emerging in modern day generation of e services and commerce. But simultaneously 

there is a need to develop and optimize the working and output of recommender system. 

Several service providers facilitate the users with a list of items . But this is not sufficient 

because customers have different preferences and choices which may mainly depend upon 

various factors and constraints. Also in many cases it may not be possible to recommend 

specific items to particular users. Therefore there is a scope for incorporating the concept of 

multiple dimensions in music recommender system particularly. 

Most of the products and services provided by the various e commerce sites are expensive 

and therefore less used by customers. This leads to the inability to rate an item or set of items 

correctly and specifically. Thus traditional recommender system techniques are not optimum. 

This lays a way towards further work and development i building an optimized recommender 

system which also takes into considerations the feedback and all other constraints related to 

recommendation.  
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