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ABSTRACT

Motivation: Predicting calcium binding proteins and identifying calcium-binding sites is an
important problem in the field of proteomics.Most of the currently used methods employs
structural proteiﬁ data to predict calcium-binding sites. Here we present a method developed
to predict calcium-binding proteins and identify calcium-binding sites from protein sequence
data using machine learning techniques such as neural networks and support vector

machines.

Results: We have developed the novel application CalPred, having nine implemented
algorithms divided into two filters. The first filter predicts proteins as a whole i.e. whether
they are calcium-binding proteins or not, and the second filter predicts the specific calcium
binding sites 1n the proteins which have passed through the first filter. The tool was able to
pick sequences that were calcium-binding in nature but were not picked up by pattern sited
as calcium-binding domain in PROSITE database. We also scanned four whole proteomes

for potential calcium binding proteins.

Availability: The CalPred tool is available for free use to noncommercial users and can be

downloaded to be used in-house as a stand alone server from following links.

http://www juit.ac.in/calpred/index.html.

http://www.bioinformatics.org/calpred/



CHAPTER 1

INTRODUCTION

Calcium-binding proteins are proteins that participate in calcium cell signalling
pathways by binding to Ca2+.The most ubiquitous Ca’*-sensing protein, found in all
eukaryotic organisms including yeasts, is calmodulin. Intracellular storage and release of
Ca®" from the sarcoplasmic reticulum is associated with the high-capacity, low-affinity
calcium-binding protein, calsequestrin.With their role in signal transduction, calcium-
binding proteins contribute to all aspects of the cell’s functioning, from homeostasis to
learning and memory. For example, the neuron-specific calexcitin has been found to have an
excitatory effect on neurons, and interacts with proteins that control the firing state of

neurons, such as the voltage-dependent potassium channel.

Discovery of Calcium Binding Proteins

The calcium binding proteins were discovered abfuptly at the end of the 1950s,
thanks to some seminal discoveries that paved the way for the acceptance of what is now
called the calcium binding proteins. One was the demonstration by Weber (1) that the
binding of Ca2+ to myofibrils activated actomyosin. Ebashi and Kodama (2) discovered
troponin in crude tropomyosin preparations, followed by the demonstration that one of its
subunits, troponin C, was the Ca2+ receptor that mediated myofibrillar contraction.
Synthesis of EDTA and the characterization of its Ca2+-chelating properties by G.
Schwarzenbachand Ackermann (3) provide another milestone in discovery of Calcium
binding proteins. It was reported that removal of Ca2+ by the chelator relaxed muscle
fibers.This reveled the signaling role of Ca2+ binding proteins. A breakthrough in this
direction was the solution of the crystal structure of parvalbumin by Kretsiﬁger (4) in 1972.
Ca2+ binding protein belongs to a family of proteins known as EF hand proteins, which has
now grown to nearly 600 members. EF hand proteins do buffer Ca2+ but also play another
important role. They decode the information carried by Ca2+ and pass it on to targets. They

do so by changing conformation after binding Ca2+ and after interacting with targets.
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Essentially, EF hand proteins are more hydrophobic on the surface after complexing
Ca2+, approach the target, and collapse around its binding domain. Thus, these proteins are
better defined as Ca2+ modulated proteins, or Ca2+ sensors. Other proteins also decipher
Ca2+ signals, e.g., the annexins, gelsolin, and proteins containing C2 domains, but the EF
hand proteins are the most important. They may function as a committed separate subunit of
a single (énzyme) protein or as a subunit that associates reversibly with different proteins
(e.g., Cam). They may even be an integral portion of the sequence of enzymes (e.g., calpain)
The control of Ca2+ concentration in the cytoplasm and organelles is instead the sole role of
proteins that, as a rule, are intrinsic to the plasma membrane and to the membranes of
organelles and transport Ca2+ across them. These proteins belong to various classes: Ca2+
channels in the plasma membrane are gated by voltage, by ligands, or by the emptying of
internal Ca2+ stores. In the endo (sarco) plasmic reticulum (ER_SR), they are instead
activated by the second ‘‘messengers,”’ inositol 1-4-5 trisphosphate (InsP3) and cyclic ADP

ribose.

EF-hand Calcium Binding Proteins

The EF-hand proteins with a helix-loop-helix Ca2+ binding motif are one of the
largest protein families and are involved in numerous biological processes. Ca2+, a second
messenger in cellular signal transduction, functions as a pivotal regulator of the cellular life
cycle including cell division, differentiation and apoptosis. (5-9) The regulatory effects of
Ca2+ are influenced by the oscillation of intracellular Ca2+ concentration, which ranges
from submicromolar to millimolar levels.(10) Ca2+ carries out its functions by binding to
specific Ca2+ receptors or Ca2+-binding proteins (CaBPs). According to the role Ca2+ ions
or the proteins play in the biological context, most Ca2+ binding proteins may fall into one
of three categories: trigger or sensor proteins (e.g., calmodulin), (11) buffer proteins (e.g.,
S100G and parvalbumin),(12) or Ca2+-stabilized proteins (e.g., thermolysin).(13) The EF-
hand proteins can be found in each category and constitute more than 50% of all well-
characterized Ca2+-binding proteins. The EF-hand moiety is one of the most frequently used

motifs in eukaryotic systems. (14)



Structural features of EF-hand Ca2+ binding proteins

Since the delineation of the EF-hand motif in 1973, the family of EF-hand proteins
has expanded to include at least 66 subfamilies so far.(15 - 17) EF-hand motifs are divided
into two major groups: the canonical EF-hands as seen in calmodulin (CaM) and the
prokaryotic CaM-like protein calerythrin and the pseudo EF-hands exclusively found in the
Ntermini of S100, and S100-like proteins. The major difference between these two groups
lies in the Ca2-+-binding loop: the 12 residue canonical EF-hand loop binds Ca2+ mainly via
sidechain carboxylates or carbonyls (loop sequence positions 1, 3, 5, 12), whereas the [4-
residue pseudo EF-hand loop chelates Ca2+ primarily via backbone carbonyls (positions 1,
4, 6, 9). The residue at the X axis coordinates the Ca2+ ion through a bridged water
molecule. The EF-hand loop has a bidentate ligand (Glu or Asp) at Z axis. Among all the
structures reported to date, the majority of EF-hand motifs are paired either between two
canonical or one pseudo and one canonical motifs. For proteins with odd numbers of EF-
hands, such as the penta-EF-hand calpain, EF-hand motifs were coupled through homo- or
hetero-dimerization.(18-22) Recently, EF-hand-like proteins with diversified flanking
structural elements around the Ca2+ binding loop have been reported in bacteria.(23-26)
Several lines of evidence indicate that these prokaryotic EF-hand-like proteins are widely
implicated in Ca2+ signaling and homeostasis in bacteria.(24,26-29) They contain flexible
lengths of Ca2+-binding loops that differ from the EF-hand motifs. However, their
coordination properties resemble classical EF-hand motifs. For example, the semi-
continuous Ca2+-binding site in D-galactose-binding protein (GBP) contains a nine-residue
loop (a.a.134-142). The Ca2+ ion is coordinated by seven protein oxygen atoms, five of
which are from the loop mimicking the canonical EF loop whereas the other two are from
the carboxylate group of a distant Glu (a.a. 205). Another example is a novel domain named
Excalibur (extracellular Ca2+ binding region) 1solated from Bacillus subtilis. This domain
has a conserved 10-residue Ca2+-binding loop strikingly similar to the canonical 12-residue
EF-hand loop.The diversity of the structure of the flanking region is illustrated by the
discovery of EF-hand-like domains in bacterial proteins. For example, a helix-loop-strand
instead of the helix-loop-helix structure is in periplasmic galactose-binding protein
(Salmonella typhimurium, 1geg) or alginate-binding protein (Sphingomonas sp., 1kwh) ;(29)

the entering helix is missing in protective antigen (Bacillus anthracis, 1acc) (30) or dockerin
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(Clostridium thermocellum, 1daq).(31) With more and more EF-hand Ca2+ binding proteins
being discovered and characterized in bacteria, archaca, and eukaryotes, structural and
functional knowledge of the EF-hand proteins has expanded steadily in recent years. The
EF-hand-like proteins contain Ca2+-binding sequences that closely resemble the canonical
EF-hand motif yet with diversified flanking structural elements. The general structure of EF-

Ca2+ binding protein is given below.

e )

(A) (B)

Figure 1: EF-hand Calium-binding proteins. (a) Ribbon helix-loop-helix structure of EF-
hand calcium binding proteins. (b) The structural display of EF-hand calcium binding
protein. The calcium ion is bounded to one of the motifs in the protein through six oxygen
atoms, one from each side chains of: Asp (D) 9, Asn (N) 11, Asp (D) 13, one from the main
chain residue 15, and 2 from the side chain of Glu (E) 20.

=il =



MACHINE LEARNING TECHNIQUES

NEURAL NETWORKS:

Neural Network or more appropriately Artificial Neural Network is basically a
mathematical model of what goes in our mind (or brain). The brain of all the advanced
living creatures consists of neurons, a basic cell, which when interconnected produces what
we call Neural Network. The sole purpose of a Neuron is to receive electrical signals,
accumulate them and see further if they are strong enough to pass forward.
The basic functionality lies not in neurons but the complex pattern in which they are
interconnected. NNs are just like a game of chess, easy to learn but hard to master.
In the same way, a single neuron is useless. Well, practically useless. It is the complex
connection between them and values attached with them which makes brains capable of

thinking and having a sense of consciousness (much debated).
Basic working principle of a neuron

A neuron is basically a cell which accumulates electrical signals with different
strengths. What it does more is that it compares the accumulated signal with one predefined

value unique to every neuron. This value is called bias. Function of a neuron could be

explained in the following diagram.
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FIGURE 4.1. Typical Artificial Neural Network Setup (Caudill and Butle?, 1992a).

Image Source: http://www.interwet.psu.edu/f41.gif

The circles in the image represent neurons. This network or more appropriately this network
topology is called feed-forward multi layered neural network. It is the most basic and most
widely used network. The network is called multi layered because it consists of more than
two layers. The neurons are arranged in a number of layers, generally three. They are input,
hidden/middle and output layers. The names signify the function of the layer.
This network is feed-forward, means the values are propagated in one direction only. There

are many other topologies in which values can be looped or move in both forward and
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backward direction. But, this network allows the movement of values only from input layer

to output layer. The functions of various layers are explained below:

Input layer: As it says, this layer takes the inputs and forwards it to hidden layer. We can
imagine input layer as a group of neurons whose sole task is to pass the numeric inputs to
the next level. The larger the number greater its strength. E.g. 0.51 is stronger than 0.39 but
0.93412 is stronger still. But, the interpretation of this strength depends upon the
implementation and the type of problem assigned to NN to solve. For an OCR you connect
every pixel with its respective input neuron and darker the pixel, higher the signal/input

strength. Input layer never processes data, it just hands over it.

Middle layer: This layer is the real thing behind the network. Without this layer, network
would not be capable of solving complex problems. There can be any number or middle or
hidden layers. But, for most of the tasks, one is sufficient. The number of neurons in this
layer is crucial. There is no formula for calculating the number, just hit and trial works.
This layer takes the input from input layer, does some calculations and forwards to the next

layer, in most cases it is the output layer.

Output layer: This layer consists of neurons which preditct the output value of the given
input data. This layer takes the value from the previous layer, does calculations and gives
the final result. Basically, this layer is just like hidden layer but instead of passing values to

the next layer, the values are treated as output.

Dendrites: These are straight lines joining two neurons of consecutive layers. They are just
a passage (or method) through which values are passed from one layer to the next. There is a
value attached with dendrite called weight. The weight associated with dendrites basically
determines the importance of incoming value. A weight with larger value determines that
the value from that particular neuron is of higher significance. To achieve this we do is
multiply the incoming value with weight. So no matter how high the value is, if the weight is

low the multiplication yields the final low value.

214 =



Training: Training is the most important part of a neural network and the one consisting of
the most mathematics. It uses Backpropagation method for training the NN. The best
example illustrating this principle is Charles Darwin(what?). Yes, at the time when he wrote
'On the Origin of Species', DNA was not known. So, he propounded the evolution without
even knowing the method of how it is done i.e. how traits are passed on from parents to
offspring. Training a neural network model essentially means selecting one model from the
set of allowed models (or, in a Bayesian framework, determining a distribution over the set
of allowed models) that minimises the cost criterion. There are numerous algorithms
available for training neural network models; most of them can be viewed as a
straightforward application of optimization theory and statistical estimation. Most of the
algorithms used in training artificial neural networks are employing some form of gradient
descent. This is done by simply taking the derivative of the cost function with respect to the
network parameters and then changing those parameters i a gradient-related direction.
Evolutionary methods, simulated annealing, and expectation-maximization and non-
parametric methods are among other commonly used nllethods for training neural networks.
This training procedure must be repeated for larger number of samples so that the NN can

produce accurate results for untrained input samples.

Applications: The utility of artificial neural network models lies in the fact that they can be
used to infer a function from observations. This is particularly useful in applications where

the complexity of the data or task makes the design of such a function by hand impractical.

Real life applications

The tasks to which artificial neural networks are applied tend to fall within the following

broad categories:

» [unction approximation, or regression analysis, including time series prediction and
modeling.

o Classification, including pattern and sequence recognition, novelty detection and
sequential decision making,.

« Data processing, including filtering, clustering, blind source separation and

compression.
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Application areas include system identification and control (vehicle control, process
control), game-playing and decision making (backgammon, chess, racing), pattern
recognition (radar systems, face identification, object recognition and more), sequence
recognition (gesture, speech, handwritten text recognition), medical diagnosis, financial
applications, data mining (or knowledge discovery in databases, "KDD"), visualization and

e-mail spam filtering.
SUPPORT VECTOR MACHINE

Support vector machines (SVMs) are a set of related supervised learning methods
used for classification and regression. They belong to a family of generalized linear
classifiers. They can also be considered a special case of Tikhonov regularization. A special
property of SVMs is that they simultaneously minimize the empirical classification error and

maximize the geometric margin; hence they are also known as maximum margin classifiers.

Support vector machines map input vectors to a higher dimensional space where a
maximal separating hyperplane is constructed. Two parallel hyperplanes are constructed on
each side of the hyperplane that separates the data. The separating hyperplane is the
hyperplane that maximises the distance between the two parallel hyperplanes. An
assumption is made that the larger the margin or distance between these parallel hyperplanes

the better the generalisation error of the classifier will be.

Motivation

Often we are interested in classifying data as a part of a machine-learning process.
This data will be represented as p-dimensional vector (a list of p numbers). We are
interested in whether we can separate them with p-1 dimensional hyperplane. This is a
typical form of linear classifier. There are many lincar classifiers that might satisfy this
property. However, we are additionally interested in finding out if we can achieve maximum
separation (margin) between the two classes. By this we mean that we pick the hyperplane
so that the distance from the hyperplane to the nearest data point is maximized. That is to
say that the nearest distance between a point in one separated hyperplane and a point in the

other separated hyperplane is maximized. Now, if such a hyperplane exists, it is clearly of
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interest and 1s known as the maximun-margin hyperplane and such a linear classifier is

known as a maximum margin classifie

Many linear classifiers (hyperplanes) separate the data. However, only one achieves maximum
separation

Classification scheme

We consider data points of the form:

{(xla CI); (X-s 62)3' R (xna Cﬂ)}

where the ¢; is either 1 or —1, a constant denoting the class to which the point Xi belongs.
Each Xiis a p-dimensional real vector, usually of normalised (Normalizing constant) [0, 1]
or [-1, 1] values. The scaling is important to guard against variables (attributes) with larger
variance that might otherwise dominate the classification. We can view this as training data,
which denotes the correct classification which we would like the SVM to eventually

distinguish, by means of the dividing (or separating) hyperplane, which takes the form
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Iw
Maximum-margin hyperplanes for a SVM trained with samples from two classes. Samples

along the hyperplanes are called the support vectors.

w-x—5b6=0.

The vector Wpoints perpendicular to the separating hyperplane. Adding the offset parameter
b allows us to increase the margin. In its absence, the hyperplane is forced to pass through

the origin, restricting the solution,

As we are interested in the maximum margin, we are interested in the support vectors and
the parallel hyperplanes (to the optimal hyperplane) closest to these support vectors in either

class. It can be shown that these parallel hyperplanes can be described by equations

w-x—b=1,

w.x —b=—1.
If the training data are linearly separable, we can select these hyperplanes so that there are
no points between them and then try to maximize their distance. By using geometry, we find

the distance between the hyperplanes is 2/|w|, so we want to minimize |w|. To exclude data

points, we need to ensure that for all  either

wW-X;—b>1 ol
wex; —b < ~1
This can be rewritten as:
Gw-xi—b =21, 1=i<n (1)



Primal Form

The problem now is to minimize |w| subject to the constraint (1). This is a quadratic

programming (QP) optimization problem. More clearly,

)| wl|? glw-xi—b =1, 1<i<n.

1/
minimize ( l/“ , subject to %

The factor of 1/2 is used for mathematical convenience.

Dual Form

Writing the classification rule in its dual form reveals that classification is only a
function of the support vectors, 1.e., the training data that lie on the margin. The dual of the

SVM can be shown to be:

n
max E oy — E rnagcygx?xj
i1 i

where the ¢ terms constitute a dual representation for the weight vector in terms of the
training set:

W = E AT A
i

Soft margin

subject to ¥ =0,

In 1995, Corinna Cortes and Vladimir Vapnik suggested a modified maximum
margin idea that allows for mislabeled examples. If there exists no hyperplane that can split
the "yes" and "no" examples, the Soft Margin method will choose a hyperplane that splits
the examples as cleanly as possible, while still maximizing the distance to the nearest
cleanly split examples. This work popularized the expression Support Vector Machine or
SVM. The method introduces slack variables, £, which measure the degree of

misclassification of the datum x;
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The objective function is then increased by a function which penalises non-zero £, and the

optimisation becomes a trade off between a large margin, and a small error penalty. If the

penalty function is linear, the equation (3) now transforms to

nﬂn|h¥“24-C‘E & suchthat g(w-x;—b)>1-& 1<1<n

1

This constraint in (2) along with the objective of minimizing |w| can be solved using
Lagrange multipliers. The key advantage of a linear penalty function is that the slack
variables vanish from the dual problem, with the constant C appearing only as an additional
constraint on the Lagrange multipliers. Non-linear penalty functions have been used,
particularly to reduce the effect of outliers on the classifier, but unless care is taken, the

problem becomes non-convex, and thus it is considerably more difficult to find a global

solution

Non-linear classification

The original optimal hyperplane algorithm proposed by Vladimir Vapnik in 1963
was a linear classifier. However, in 1992, Bernhard Boser, Isabelle Guyon and Vapnik
suggested a way to create non-linear classifiers by applying the kernel trick (originally
proposed by Aizerman) to maximum-margin hyperplanes. The resulting algorithm is
formally similar, except that every dot product is replaced by a non-linear kernel function.
This allows the algorithm to fit the maximum-margin hyperplane in the transformed feature
space. The transformation may be non-linear and the transformed space high dimensional;

thus though the classifier is a hyperplane in the high-dimensional feature space it may be

non-linear in the original input space.

If the kernel used is a Gaussian radial basis function, the corresponding feature space is a
Hilbert space of infinite dimension. Maximum margin classifiers are well regularized, so the

infinite dimension does not spoil the results. Some common kernels include,

¢ / / Md
Eix o) =[x )"

o Polynomial (homogencous):
; I ! )
y}dx,sz=(x-x S bin

¢ Polynomial (inhomogeneous
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24
--],f01'7>0
Ix = x

2
/ '
, k(x,x') = exp (HT>
o Gaussian Radial basis function: as .

Iy / !
o Sigmoid: k(x, x ) 7 tanh(rx - X"+ L'j, for some (not every) k > 0 and ¢ <0

T 7y o - .- o r"I
Radial Basis Function: }‘(X’X ) = exp(—1 ”3\ X

Regression

A version of a SVM for regression was proposed in 1996 by Vladimir Vapnik, Harris
Drucker, Chris Burges, Linda Kaufman and Alex Smola. This method is called support
vector regression (SVR). The model produced by support vector classification (as described
above) only depends on a subset of the training data, because the cost function for building
the model does not care about training points that lie beyond the margin. Analogously, the
model produced by SVR only depends on a subset of the training data, because the cost

function for building the model ignores any training data that are close (within a threshold €)

to the model prediction. i
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Properties of SVM

M Flexibility in choosing a similarity function
B Sparseness of solution when dealing with large data sets only support vectors are

used to specify the separating hyperplane

B Ability to handle large feature spaces complexity does not depend on the

dimensionality of the feature space

Overfitting can be controlled by soft margin approach

M Nice math property: a simple convex optimization problem which is guaranteed to

converge to a single global solution

B Feature Selection

SVM Applications

B SVM has been used successfully in many real-world problems

®  Text (and hypertext) categorization

= Image classification
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= Bioinformatics (Protein classification, Cancer classification)

» Hand-written character recognition

In Silico prediction of protein motifs

Protein homology detection is one of the most important problems in computational
biology. Homology is generally established by sequence similarity. Many methods for
measuring similarity have been studied in the past two decades. The two most established
methods are the Smith-Waterman algorithm (Smith and Waterman, 1981) and its heuristic,
faster counterpart, BLAST (Altschul ef al., 1997). Protein sequence motifs are an alternative
way of detecting sequence similarity. Motifs are usually constructed from multiple sequence
alignments of related sequences. As a preliminary step, one extracts from an alignment
‘blocks’ which are ungapped regions of high sequence similarity. The blocks are then
described either by Position Specific Scoring Matrices (PSSMs), which indicate the relative
abundance of each amino acid at each position in the block, or by discrete sequence motifs,

which indicate the possible amino acids at each position.

By focusing on limited, highly conserved regions of proteins, motifs can often reveal
important clues to a protein’s role even if it is not globally similar to any known protein
(Nevill-Manning et al., 1998). The motifs for most catalytic sites and binding sites are
conserved over much wider taxonomic distances and evolutionary time than are the
sequencés of the proteins themselves. Thus, motifs often represent functionally important
regions such as catalytic sites, binding sites, protein-protein interaction sites, and structural

motifs,

The first database of protein motifs was the PROSITE database (Falquet et al.,
2002), whose discrete motifs are manually constructed. Other databases derived from
multiple sequence alignments of protein families include BLOCKs+, PRINTs, pFAM,
ProDom, DOMO, and InterPro;, see Henikoff et al. (1999) and references therein. The
BLOCKs+ database combines these databases (Henikoff ef a/., 1999); the eMOTILE database
contains discrete sequence motifs constructed from the blocks of BLOCKS+ (Huang and

Brutlag, 2001). Unlike the PROSITE and PRINTS databases, eMOTIFs are constructed
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automatically in a principled approach that has been shown to perform well (Nevill-
Manning et al., 1998). More recently, the eBLOCKS database of blocks was constructed (Su
et al., 2003). It presents a systematic approach for creating blocks using groups of proteins
constructed using clustered PSI-BLAST results. It is more comprehensive than BLOCKS+,
and motifs constructed from it have better coverage than BLOCKS+ motifs. This paper uses

discrete sequence motifs extracted from the eBLOCKSs database using the eMOTIF method.

Basic approaches of prediction of Ca2+ binding motifs

In this paper we introduce a sequence similarity measure based on the motif content
of a pair of sequences. A simple way to use a sequence similarity to annotate a novel protein
is by using sequence derived features: decide on the annotation according to the annotations
of the nearest neighbor(s). These sequence derived features are feeded into the machine
learning tools like ANN and SVM in order to measeure the sequence similarity based on
their learning experience. When a sequence similarity can be shown to be a dot product in
some space, it is called a kernel. This is important since many successful machine learning
methods such as SVMs are defined in terms of a kernel. In this paper we use protein motifs
to construct a kernel that can be computed efficiently; we show that this kernel performs
significantly better than a kernel based on BLAST or Smith-Waterman scores. We tested the
methods on two tasks: prediction of Ca2+ binding proteins and motifs in a number of
organism (proteome) as well as validation using prosite database. We find that good
performance is obtained when using a combination of a good similarity measure (kernel),
and a state of the art classificr: the performance motif-based kernel is significantly improved

when coupled to an SVM classifier with ANN.
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Objectives

With the constantly increasing number of data deposited and the computational tools
evolving, the focus of research has shifted from the study of a single gene towards an infra-
and inter-species comparison of genes and gene products. This trend can also be seen in the
field of structural biology, where the number of protein structures deposited in the Protein
Data Bank, PDB is increasing rapidly. However, looking at the structure alone is not
sufficient for a comprehensive study of the various types of relationships between proteins.
Since the number of sequence deposited in the sequence data base like SWISSPROT and
NCBI; out races the amount of protein structure deposited in the PDB. This demand the
development of automated in silico tools for functional and structural annotations of proteins
form the protein sequences only. Since the Ca2+ binding proteins are ubiquitously present
among the organisms starting form bacteria to higher organism including human being.
These proteins regulate most of the cellular process directly or indirectly, in silico
annotation of these proiteins are very important. The objectives of the present study are as

follows.

+1. To prediction of Ca2+ binding proteins or not from the user input protein sequence.

(User can give a single protein sequence or the entire proteome of an organism).

If the submitted sequence is a Ca2+ binding protein; to locate the Ca2+ binding

motifs in the next step.
To develop an automated tool (CalPred 1) to implement above objectives using
machine leaming techniques: Artificial Neural Network (ANN) and Support Vector

Machine (SVM).

To develop a second automated tool (CalPred 2) to classify the predicted Ca2+

binding protein into their corresponding families.
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CHAPTER 2

CalPred;: A tool for the prediction of EF-hand
calcium-binding proteins and identification of
calcium-binding regions using machine learning
techniques.

CalPred2: A tool for the classification of predicted
Ca2+ binding proteins into different Ca2+ binding
families.

The tools developed in this study (CalPred and CalPred2) are uploaded in the
University web server. The manuscript is communicated for publication in Journal of

Computational Biology, Wiley Publisher.
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Motivation: Predicting calcium binding proteins and identifying calcinm-binding sites is an
important problem in the field of proteomics.Most of the currently used methods employs
structural protein data to predict calcium-binding sites. Here we present a method developed
to predict calcium-binding proteins and identify calcium-binding sites from protein sequence

data using machine learning techniques such as neural networks and support vector

machines.

Results: We have developed the novel application CalPred, having nine implemented
algorithms divided into two filters. The first filter predicts proteins as a whole i.e. whether
they are calcium-binding proteins or not, and the second filter predicts the specific calcium
binding sites in the proteins which have passed through the first filter. The tool was able to
pick sequences that were calcium-binding in nature but were not picked up by pattern sited
as calcium-binding domain in PROSITE database. We also scanned four whole proteomes

for potential calcium binding proteins.

Availability: The CalPred tool is available for free use to noncommercial users and can be
downloaded to be used in-house as a stand alome  server from

http://www juit.ac.in/calpred/index.html.

1 INTRODUCTION:

Calcium plays an important role in many biological processes including celi
signaling (Carafoli, 2002), apoptosis (Orrenius ef al., 2003) and cell differentiation
(Hennings et al., 1980). It performs its various functions by binding with Ca*? receptors
called the calcium binding proteins or the CaBPs. Thus it is important to predict the CaBPs
and identify the regions in these proteins where Ca*? ions bind. Attempts have been made to
solve the problem of identifying protein calcium-binding sites or in general metal binding
sites in proteins previously, but most of them used protein structure information. (Deng et
al., 2005; Wei et al., 1999; Sodhi et al., 2004; Liang et al, 2003) Here we present a method
to differentiate between CaBPs / non-CaBPs and find calcium-binding sites using protein
sequence data. The CaBPs often share a common motif known as the EF-hand motif. The

EF-hand motif is a helix turn-helix structural motif that is twelve to thirteen residues long
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and is cited in PROSITE database, (Hulo et al., 2006) under entry number PS00018. The
simplest way to predict the EF-hand cal- cium binding proteins wouid be using pattern
matching, but in many organisms EF-hand-like calcium-binding proteins with different
structural elements around the Ca™ ions binding loop regions have been identified {Rigden
et al., 2003; Rigden ef al., 2003); and many of them have flexible lengths of Ca+2-binding
loops that are different from loops present in EF-hand motifs.Thus, there is a need to apply
techniques on CaBPs problem; that are not entirely dependent on pattern matching
techniques. These could be using statistical / machine learning techniques that try to capture

global information of the protein sequences.

Various machine learning techniques have been applied to biological problems
related to proteins including protein structure prediction (Rost, 1996), protein fold
recognition (Ding and Dubchak, 2001), protein sub-cellular localization prediction (Hua and
Sun, 2001) and prediction of proteasome cleavage mqtifs (Kesmir et al., 2002). Here we
applied two machine learning techniques namely, artificial neural networks (ANN) and
support vector machines (SVM) to the problem of calcium-binding protein prediction and

calcium-binding region identification.

2 MATERIALS AND METHODS:
2.1 Modules and filter layers

In this study along with the two machine learning techniques, we used three types of
protein sequence encoding methods i.c. “pepstats”,“binary” and “pssm encoding” methods.
Using a combination of these three methods, and the two techniques nine modules were
created  namely; ANNpepstats, ANNbinary, ANNpssm, SVMpepstats linear,
SVMpepstats_polynomial, ~ SVMpepstats_radial_basis, SVMpepstats sigmoidal tanh,
SVMbinary and SVMpssm. The nomenclature of these modules is according to the rule that
first word in the name indicates the machine learning technique say ANN or SVM, and the
second subscripted word signifies the encoding method; “pepstats”, “binary” or “pssm
encoding”. In case of SVM, a third subscripted word was used indicating the kernel type. 1f
it is absent as in case of SVMbinary and SVMpssm the kemel type, defaults to linear kernel.

The modules associated with pepstats encoding method constitute the first level filter of
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CalPred tool (Figure 1). The “pepstats”(Rice ef al., 2000) is an application from EMBOSS
suite that calculates physicochemical properties of a protein sequence as a whole and thus it
is used to predict the nature of a protein, whether it’s a CaBP or non-CaBP. The other
encoding methods work on a single amino acid of the sequence at a time, using the
information from that particular residue and the seven neighbor residues on each side. So the
modules associated with “binary” and “pssm”encoding methods are incorporated in second-

level filter that is used to predict calcium binding regions.
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Figure 1: Model showing different modules and their organization into the two layers.

2.2 Datasets

The initial dataset consisted of 306 CaBPs and 358 non-CaBP sequences. The CaBPs
Jj were oblained from EF-hand calcium binding proteins data [library available at
J http://structbio.vanderbilt.edu/cabp database/ and the non-CaBPs were obtained from Entrez
) protein database. The protein datasets used in the training-testing cycles of the nine modules
.L were checked for sequence similarity to remove redundancy. The initial two datasets were

filtered so that no protein sequence in the final datasets had more than 90% sequence
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similarity with sequence in that dataset. This was done using CD-HIT program (Li and
Godzik, 2006) that clustered the sequences of a dataset in different clusters such that each
cluster had sequences with more than 90%sequence similarity. Representative sequence
from each cluster was taken to form the final datasets. After removing redundancy, the final
datasets consisted of 188 CaBPs and 214 non-CaBP sequences. The sequence identifiers for

these datasets are available in the supplementary material.

2.3 Five-fold cross validation

A newly developed statistical procedure must be checked for its validity. We have
used five-fold cross validation technique to check the validity of all the nine modules that
have been developed. For this purpose a dataset partitioning method was used to create the
five sub-datasets. This partitioning method is similar to the previously used methods
(Bendtsen ef al, 2004). Here five sub datasets of sequences were created by randomly
assigning a sequence to a sub-dataset such that each sub-dataset had approximately equal
number of CaBPs and non-CaBPs and all five subdatasets had approximately equal number
of sequences. Each of the nine methods is trained and tested five times where, in each
instance of training - testing cycle; four sub-datasets are used for training and the remaining
one for testing purpose. The performance meésures given have been averaged over the five

testing sub-datasets.

2.4 Artificial Neural Networks

All the three neural network modules were implemented using the Stuttgart neural

network simulator (Zell and Mamier, 1997). A feed-forward neural network with standard
back-propagation algorithm is utilized in all cases but the architecture differs as their

function differs.

In ANNpepstats module the neural network used had an architecture as 51-4-1 i.e. it
had 51 nodes in input layer representing the values of physicochemical properties from the
pepstats encoding method, 4 nodes in hidden layer and 1 node in output layer showing

whether a given protein is CaBP or non-CaBP. The cut-off value used for prediction in this
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module is 0.9, i.e. a query protein is regarded as belonging to CaBP family if its score 1s

greater than or equal to 0.9.

The ANNbinary and ANNpssm modules were incorporated in the second level filter
of the CalPred tool; that functions to predict calcium binding regions in the given protein.
The calcium-binding domain entry given in PROSITE database had a calcium-binding motif
of thirteen residues length. Using this information; the window size in ANNbinary and
ANNpssm modules was fixed at thirteen. In these modules, thirteen residues of a protein
sequence are taken at a time; and the prediction is done for the middle residue i.e. seventh
residue. Both the binary as well as pssm encoding methods, encodes the thirteen residues
into 260 numeric values and thus input layer of these modules consisted of 260 nodes. The
hidden layer in both modules had 20 nodes. The output layer of these modules consisted of a
single node predicting whether the Ca+2 ions will bind to the seventh residue or not. Thus,
the ANNbinary and ANNpssm modules share the same architecture of 260-20-1. The cut-off
value used for prediction in both of these modules is 0.5, i.e. the seventh residue of a

window is regarded as a Ca+2 ion binding residue if its score is greater than or equal to 0.5.

2.5 Support Vector machines

The support vector machines used in the SVM related modules first tried to map the
input vector into high dimensional feature space, either linearly or by methods depending on
kernel type chosen; such that error is minimized over the training dataset. Then an optimized
division is sought between the positive and negative classes say “a CaBP and non-CaBP
protein” or “a Ca+2 ion binding residue and non-Ca+2 ion binding residue”. This was done
by constructing a hyperplane that separated these two classes by the largest margin (Vapnik,
1998). Here we have used SVMlight software (Joachims, 1998) for implementing the
support vector machine related modules. The SVMlight software allows users to choose
from a number of available modes and kernel functions. In all the modules, a default
classification mode is used while kernel functions are varied. The kernel functions available
are linear, polynomial, radial basis and sigmoidal. Tn all the support vector machines the cut-

off value used for prediction is 0, i.e. a query vector is regarded as member of positive
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dataset if its score is greater than 0 and is regarded as member of negative dataset if its score

is less than 0. The ones having scored equal to zero are regarded as undefined.

2.6 Encoding methods

In this study, three types of encoding methods are used, these are “pepstats”,

“binary’” and “pssm encoding” methods.

e Using the “pepstats encoding” method, the protein sequence is encoded into its
physicochemical properties using pepstats application of EMBOSS suite of programs.
Out of all the properties, 51 properties are then used to create an input vector for training
and testing of the machine learning modules. These properties are normalized, prior to
creation of the input vectors. The list of properties used for training and testing the
modules and their associated normalization factors that are used in this study; are given

in the supplementary material.

e The “binary encoding” method takes a window of thirteen amino acid residues at a time,
and encodes every amino acid by a group of 20 units, each for a possible amino acid
type that can be present at a particular position; thus creating thirteen binary vectors (1,

0,0, ...) and for a particular window totaling to 260 (13*20) units.

e The “pssm encoding” method uses position specific scoring matrices created by PSI-
BLAST using three iterations and with default e-value threshold of 0.001. The matrix
has 20 *M clements, where M is the length of query protein; and each element
represents the frequency of occurrence of each of the 20 amino acids at one position in
the alignment (Altschul efa/, 1997). This encoding method then uses overlapping
windows of 13*20 elements to create input vectors for machine learning modules.In both
the binary and pssm encoding methods, the protein sequence is tagged with a stretch of 7
“Xs”, such that information on the first and last seven residues is not lost. In these

methods, the X’s are encoded as vectors of twenty zero’s.
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2.7 Performance Measures

The performance measures used to evaluate the nine modules are listed below. These

measures have been calculated for each module using five test sub-datasets; and the final

measures (Table 1) given have been averaged over these five sub datasets.

e Accuracy: The accuracy of the modules have been calculated as:

B P+ N
PaeN+0O+E

Q Aol

Where P and N refer to true positives and true negatives say correctly predicted
calcium-binding and non calcium-binding proteins respectively; and O and U refer to
false positives and false negatives i.e. incorrectly predicted calcium-binding and non
calcium-binding proteins.

Specificity (Qspec) and sensitivity (Qsens) of the modules are defined as:

o = 0., =t
N+ O e pL U

The Matthews correlation coefficient (MCC) is defined as:

(PxN)-{Oxl!)

MCC = . , -
«}(P U P+ O (N +U Ix (N + )

QPred (Probability of correct prediction) 1s defined as:

}_)
5 [_" “w f} B
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3 RESULTS AND DISCUSSION

3.1 Performance over test dataset

The performance of the modules over the test dataset is given in Table 1. The
accuracy of first-level filter modules on the test dataset varies from 57% to 94%. Support
yector machine’s polynomial kernel type performed the best on the test dataset amongst all
the classifiers / modules in first-level filter. The other measures of SVMpepstats polynomial
module are also better than the modules in the first-level filter, with sensitivity of 0.917 and

specificity of 1.00.

The performance measures for modules in second-level filter, used for predicting
calcium-binding regions are also calculated. There is no perfect method to calculate the
specific calcium binding regions in a protein, as one can observe from the pattern matching
technique; using PROSITE database’s calcium-binding domain entry which also gives
proteins that are calcium-binding but are not picked up by the pattern. Therefore the
performance measures of test dataset, for the second-level filter are calculated assuming;
each residue belonging to a calcium-binding protein which is predicted as a calcium-binding
site by the second-level filter is a true positive sample and a residue belonging to a non
calcium-binding protein which is predicted as a non calcium binding site by the second-level
filter is a true negative sample. Similarly, false positives and false negatives were calculated.
Though this assumption does not make second-level filter an efficient filter, but due to lack
of a standard method of finding calcium- binding regions in the protein; we made this
assumption for the purpose of calculating the performance measures in the same manner as
they were calculated in first-level filter. Due to this assumption, SVM related modules of the

second-level filter show high performance measures on the test datasets (Table 1).

3.2 Performance over four organisms

The whole proteomes of four organisms namely, Arabidopsis thaliana,
Caenorhabditis elegans, Drosophila and Homo sapiens were analyzed to predict the
calcium-binding proteins in them. These proteomes were taken from Entrez protein database

and analyzed using first-level filter modules. All modules having accuracy greater than 65%
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were used in this analysis and the detailed results of proteomes; as data files and tabulated
statistics are given in the supplementary material. A protein is regarded as a calcium binding
protein if any of its score from first-level modules is above the cut-off score of that module.
Performance measures are not calculated based on the data from whole proteomes, due to

the large difference in number of sequences present in positive and negative datasets of

some proteomes.

Probability of | Matthews
Namie of the module Aceuracy | Specificity | Sensitivity | corvect  prediction | correlation

{OPred) coefficient (MCC)
ANNpepstats 0.8815 0.8536 0.9176 79.64 0.7579
ANNbinary 0.7131 0.7527 0.5907 43,64 0.3141
ANNpssm 0.8364 0.8790 0.7538 75.59 0.6327
SVMpepstats_linear 0.9406 0.9109 1.00 87.58 0.8927
SVMpepstats_polynomial | 0.9453 0.9170 1.00 88.51 0.9006
SVMpepstats_radial_basis | 0.7075 0.5535 0.7451 89.91 (.4487
SVMpep- 0.5761 0.6508 0.9116 22.64 0.1763
stats_sigmoidal tanh
SVMbinary 0.9101 0.9239 0.8797 83.89 0.7935
SVM sm 0.9994 0.9993 0.9994 99.87 0.9986

Table 1. Summary of the prediction results of the nine modules used in first and second
layers on the test dataset.

The plots for distribution of scores of proteins from ANNpepstats,
SVMpepstats_linear, SVMpepstats_polynomial and SVMpepstats_radial_basis for all the
four proteomes are given in the supplementary material. Here we have given a brief

overview of these plots for human proteome.
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Distribution of output values of Homo sapiens proteome for ANN_pepstats module
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Figure 2: Distribution of output values of Homo sapiens proteome for ANNpepstats module.

3.2.2 The Human proteome: In the human proteome we analyzed 34,122 non-calcium
binding proteins and 58 calcium-binding proteins. The plots for disiribution of output scores
of ANNpepstats, SVMpepstats_linear, SVMpepstats_polynomial and
SVMpepstats_radial_basis module for human proteome are given as Figures 2-5. It is clear
from the plot (Figure 2) that ANNpepstats module separates the two datasets i.e. calcium-
binding proteins and non calcium-binding proteins to a large extend. Mostly the calcium-
binding proteins score above 0.9 value and the non calcium-binding proteins score below
0.1.

The SVMpepstats_linear and SVMpepstats_polynomial modules having zero
threshold values, for classifying the proteins also identified the non calcium-binding proteins

effectively (Figure 3 and 4) but

Distibution of output scores of Homo saplens proteome for SVM pepstats_|inear module
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Distributicn of sutput scores of Homo sapiens proteome for SVM pepstats_polynomial
module
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Figure 3-4: Distribution of output values of Homo sapiens proteome for SVMpepstats linear and
SVMpepstats_polynomial modules.

were found to be lesser efficient in screening calcium-binding proteins as the scores for the
later were scattered over the whole range of -1 to 1, though majority of the scores were
present above the threshold cut-off value. The SVMpepstats radial_basis module was not

able to distinguish the proteins efficiently in the proteome (Figure 5); this was expected as

the module showed lesser accuracy on test dataset too.

Distribution of output scores of Homo sapiens proteome for SVM_pepstats_radial_basis
module
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Figure 5: Distribution of output values of Homo sapiens proteome for SVMpepstats_radial _basis
module.
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3.3 Performance over PROSITE dataset

The calcium-binding proteins that were not picked up by the patiern cited as
calcium-binding domain entry in PROSITE database with 1D PS00018 were analyzed with
the first- and second-level filters. There were 85 such proteins and these are listed in the
entry itself. The first-level filter was able to identify 45 of the calcium binding proteins. The
scores of these entries for first-level filter are given as data file in supplementary material.
Here too we have used, only those first-level filter modules that showed greater than 65%
accuracy on test dataset. The plots for distribution of scores of these entries with first-level
filter for different modules are given in supplementary material. The detailed results for

second-level filter are given in the supplementary material.

4 CONCLUSIONS

Analyzing calcium-binding proteins from sequence data is important in calcium-mediated
biological studies. This approach is vital in cases where the structural data for proteins is
unavailable. Intelligent systems like the ones used in this study, utilize global information

of protein sequence data instead of using simple pattern matching techniques. Such systems
can significantly increase the accuracy of calcium-binding proteins related studies. This
study gives an insight into development of similar tools and techniques for other metal-

binding proteins or for all metal-binding proteins in general.
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Installation Steps:
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APPENDIX-I

PROGRAMS:

ANN
package ANN;

use strict;
use FileHandle;

sub new # constructor sub-routine

{

my $pattern={ sequence => '',

!

bless (spattern);
return $pattern;

sub setANN

{
if (@ ==2) {
my $self=shift();
$self-s>sequence method($_[0]);

}

else(
print "Method setPattern maker requires a argument\n";

}
}

sub sequence_method

{
my $self=shift();

my $filename=shift() if(@ );
my $read = new FileHandle;

S$read->open($filename) or

die ("Could not open $filename");
while ( my $line = $read->getline() )
if(Sline=~ /*>.*/){next;} # for fasta line
elsif ($1ine=~/"\s$/) {next;} # for spaces

else{$self->{sequence}=$self->{sequence}.$line;}

$self->{sequence}=~ s/\s//gi;
return $self->{sequence};

)

sub print

my $self=shift(};
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print "The sequence is:\n".$self->{sequence};

}

sub pepstats

{

my S$self=shift();

my ¢$filename=shift () if (@ );

my $cmd="pepstats $filename pepstats outfile.temp -auto 1"
my Sout="$cmd”;

my $read = new FileHandle;

$read->open ("pepstats_outfile.temp") or
die ("Could not open pepstats_outfile");
my @vector=();

while ( my $line = $read->getline() )
{

my @array=();

@array=split (' ',$line};

chomp (@array) ;

if ($1ine=~ /Molecular.weight/)
{push(@vector,$array[3]/100000);} #scaling the features and making the
classification vector

if ($1ine=~ /Average/) Eﬂ&
{push(@vector,$array[4]/1000);} ke

if ($line=~ /Iscelectric/)
{push(@vector,$array[3]/10);}

if ($1line=~ /A280.Extinction/)
{push(@vector,$array[5]/100000);}

if( ($line=~ /A.=.Al
($1ine=~ /E.=.Glu/)
($1ine=~ /H.=.His/)

a/) || ($line=- /C.=.Cy
|
l
($1ine=~ /L.=.Leu/) |
|
'|
)

/ s
| ($line=~ /F.=.Phe/) |
| ($line=~ /TI.=.1Ile/) |
| \
l |
| |

/Y || ($line=~ /D.=.Asp/) ||
| ($line=~ /G.=.Gly/)
|
|
|
|

|

($1ine=~ /K.=.Lys/) | it

($line=~ /N.=.Asn/) || 'ﬂ'd:
|
N

($1ine=~ /M.=.Met/)
($line=~ /P.=.Pro/) ($1ine=~ /Q.=.G1ln/) ($1ine=~ /R.=.Arg/)
($1line=~ /S.=.Ser/) (41ine=~ /T.=.Thz/) ($1line=~ /V.=.Val/)

($1line=~ /W.=.Trp/) Ihi
{push(@vector,$array[4]/10); Hihittedl
push(@vector,$array[51);} L

if ($1ine=~ /Tiny/) LT
{push(@vector,$array[3]/100);}

if ($1ine=~ /Small/)
{push(@vector,$array[3]/100);}

if ($1line=~ /Aliphatic/) il
{push{@vector,$array[3]/100);} it

if ($1line=~ /Aromatic/) Flm-
{push(@vector,$array[3]/100);}




if ($1line=~ /Non-polar/)
{push (@vector, $array[3]/100) ;}

if ($1ine=~ /Polar/)
{push (@vector, $array[3]/100) ;}

if ($line=~ /Charged/)
{push (@vector, $array[3]/100) ;}

if ($1line=~ /Basic/)
{push (@evector, $array[3]/100)} ;)

if($line=~ /Acidic/)
{push (@vector, $array[3]1/100) ;}

Hiwhile
my Swrite= new FileHandle;

$write->open(">infile pepstats ann.temp") or
die( "Could not open to write");

Swrite-sautoflush(1);
Swrite->print ("#Input pattern 1:\n@vector");
my $command = "ann pepstats.exe';

#my Soutput="$command”;

system(Scommand) ;

}

sub binary

{

my $self=sghift();

my $seqe=$self->{sequence};

my S$seq="XXXXXX".S$seqge."XXXXXX";

my $offset=length($seq)-13;

my $write= new FileHandle;

$write->open(">infile binary ann.temp") or
die( "Could not open to write");

Swrite->autoflush (1) ;

my $count=1;

foreach my $index(0..Soffset)

{

my $subseg=substr ($seq, $index, 13);
$write->print ("#Input pattern S$Scount:\n");
my @inputs={();

foreach(0..12)

{

my $base=substr ($subseq,$_,

my @input=gw(0 0 0 0 0 0 O

my @bases=qw(G A L M F W K
foreach(0..19)

"

)

i)
0O00O0O0O0ODODOOOOOD0);
QESPVICYHRNDT);
if ($bases[$ ] eq Sbase)
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{$input [$_1=1;}
}#foreach 19
push (@inputs, @input) ;
}#foreach 12
Swrite-s>print ("@inputs\n");
Scount++;
}# foreach offset

my $cmd='ann binary.exe';
my Sout="$Scmd”;

my $len=length($seq)-12;
my Sresult='X"';
foreach(1l..(5len-1))
{$result=5result.'X';}
my Scount=0;

my @indices=();

my $read = new FileHandle;
$read->open("outfile binary ann.temp") or
die ("Could not open outfile binary ann");
while ( my $line = $read->getline() )
{
if ($1ine)
{
chomp ($1ine) ;
if ($line >= 0.5)
{

push (@indices, $count) ;

}
Scount++;
}
}

foreach (@indices)
{substr ($result,s ,1,'C');}

my $final=substr (Sresult,0,$len);

my Swrite= new FileHandle;

$write->open(">result_binary ann.temp") or

die( "Could not open to write'");

Swrite-sautoflush (1) ;

Swrite->print (">Sequence\n$sege\n>Binary ANN\n$final\n");

}

sub pssm

{
my $self=shift();
my $filename=shift () if(e_);

my $cmd="blastpgp -j 3 -d calcium -i $filename -Q pssm matrix.temp";

my $Sout="sScmd”;
my $zero='0 0 0 0 0 0 000 00O0O0O0OO0OO0O0O0O0O0';

my @array=|();
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my @pssmarray=();

foreach(1..6)
{push (@array, $zero) ; }

my $read = new FileHandle;
$read->open ("pssm _matrix.temp") or
die ("Could not open pssm_matrix");
while ( my $line = $read->getline() )
{
@pssmarray=() ;
@pssmarray=split (' ', $line);
my Stwenty = '';

if ($pssmarray (0] =~ /\d/)

{

Stwenty = '';
foreach(2..21)
{Stwenty=$twenty." ", $pssmarray[$_];}

}

if (Stwenty)
{push(@array,$twenty);}
}#twhile

foreach(1..6)
{push (earray, $zero) ; }

my $write= new FileHandle;
$write-sopen(">infile_pssm_ann.temp") or
die( "Could not open to write");
$write-sautoflush(1l);

chomp (@array) ;

my $l=scalar (@array) ;
§1=61-12;

my $counter=0;

my $lcounter=0;

my S$index=1;

foreach(1..$1)

{

$lcounter=Scounter+13;

$write—>print("\n#Input_pattern_$index:\n");
foreach ($counter. .$1lcounter)
{$write->print ("$array($_] ");}

$counter++;

Sindex++;

}

my $cmd = 'ann_pssm.exe';
my $out = “scmd”;

my Sresult='X"';
foreach(1l..($1-1))
{$resu1t=$result.‘x';}
my Scount=0;

my @indices={();
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my Sread = new FileHandle;
$read->open("outfile pssm ann.temp") or
die ("Could not open outfile pssm_ann");
while ( my $line = $read->getline() )
{
if ($1line)
{
chomp ($1line);
if ($line >= 0.5)
{

push (@indices, $count) ;

}

Scount++;

}
)

foreach (@indices)
{substr ($result,$_,1,'C');}

my $final=substr(sresult,0,$1);

my Swrite= new FileHandle;

$write->open(">result_pssm_ann.temp") or

die( "Could not open to write");

Swrite-sautoflush (1) ;

$write-sprint (">Sequence\n$self->{sequence}\n>PSSM ANN\n$final\n");

}

return 1;

SVM

package SVM;

use strict;
use FileHandle;

sub new # constructor sub-routine

my $pattern={ sequence => '',
bless ($pattern);
return $pattern;

}

sub setSVM

{
if (@_==2){
my $self=shift();
$self-»sequence_method ($_[0]);
}
else
print "Method setPattern maker requires a argument\n'";
}

}
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sub sequence_method

my $self=shift();
my $filename=shift() if(e_);
my $read = new FileHandle;

$read->open($filename) or
die ("Could not open $filename");
while ( my $line = $read->getline() )

if($line=~ /">.*/){next;} # for fasta line

elsif ($line=~/"\s$%/) {next;} # for spaces
else{$self->{sequence}=$self->{sequence}.$line;}
} |

$self->{sequence}=~ s/\s//gi;

return $self->{sequence};

}

sub print

my $self=shift();
print "The sequence is:\n".$self->{sequence};

}

sub pepstats

{

my $self=shift();
my $filename=shift () if(e@_);
my $modelname=shift () if(@ );

my $cmd="pepstats $filename pepstats outfile.temp -auto 1";

my Sout="$cmd”;
my $read = new FileHandle;

$read->open ("pepstats_outfile.temp") or
die ("Could not open pepstats outfile");
my @vector=();

while ( my $line = $read->getline() )
{

my @array=();

@array=split (' ',$line);

chomp (@array) ;

if ($line=~ /Molecular.weight/)
{push(@vector,$array[3]/100000);} #scaling the features
classification vector

if ($1ine=~ /Average/)
{push(@vector,$array[4]/1000);}

if ($line=~ /Isoelectric/)
{push(@vector,$array[3]/10);}

if ($line=~ /A280.Extinction/)
{push(@vector,sarray[s]/100000);}

and making the




if( ($line=~ /A.=.Ala/) || ($line=~ /C.=.Cys/) || ($line=- /D.=.Asp/) ||
($1line=~ /E.= Glu/ || ($line=~ /F.=.Phe/) || ($line=~ /G.=.Gly/)
($line=~ /H.=.His/) || ($line=~ /I.=.Ile/) || ($line=~ /K.=.Lys/)
($line=~ /L.=.Leu/) || ($line=~ /M.=.Met/) || ($line=~ /N.=.Asn/)
($line=~ /P.=.Pro/) || ($line=~ /Q.=.Gln/) || ($line=~ /R.=.Arg/)
($line=~ /s.=.Ser/) || ($line=~ /T.=.Thr/) || ($line=~ /V.=.val/)

)

(sline=~ /W.=.Trp/)
{push(@vector, $array[4]/10) ;
push (@vector, $array [5]) ; }

if ($line=~ /Tiny/)
{push (@vector, $array[3]1/100) ;}

if ($1line=~ /Small/)
{push (@vector, $array[3]/100) ; }

if ($1line=~ /Aliphatic/)
{push (@vector, $array[3]/100);}

if ($line=~ /Aromatic/)
{push (@vector, $array[3]1/100) ;}

if ($line=~ /Non-polar/)
{push (@vector, $array[3]/100) ; }

if($line=~ /Polar/)
{push (@vector, $array[3]/100) ; }

if ($1line=~ /Charged/)
{push (evector, $array[3]/100) ;}

if($line=~ /Basic/)
{push (@vector, $array[3]1/100) ; }

if ($line=~ /Acidic/)
{push (@vector, $array[3]/100) ; }

}#while
my $write= new FileHandle;

$write--open(">infile pepstats svm.temp") or
die( "Could not open to write");

$write->autoflush(1);

my Scount=1;

Swrite-sprint ("#Testing dataset for sSvM\n")
Swrite-sprint ("0 ");

foreach (@vector)

{

$write-s>print ("Scount:$_ ") ;

Scount++;

}

$write->print{("\n");

my $command = "svm _classify infile_pepstats svm.temp $modelname
outfile pepstats_svm.temp";
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my $output="$command”;

sub binary

{

my $self=shift();

my $sege=$self->{sequence};

my S$seqg="XXXXXX".S$Sseqge."XXXXXX";

my Soffset=length(Sseq)-13;

my $write= new FileHandle;

$write-sopen(">infile binary svm.temp") or
die( "Could not open to write");

Swrite-sautoflush (1) ;

my $count=1;

my S$Sccount=1;

Swrite-sprint ("#Testing dataset for SVM\n");

foreach my $index(0..%offset)

{

my $subseg=substr ($seq, $index, 13);
my @inputs=();

foreach(0..12)

{

my S$base=substr ($subseq,$ ,1)

my @input=gqw(0 0 0 0 0 0 0 O

my @bases=qw(G A L M F W K Q
foreach(0..19)

{

!

000O0O0O0O0 0)
ICYHRNDT):;

i
000O0
ESPYV

if (sbases[$ ] eq $bhase)
{$input[$_1=1;}
}#foreach 19
push (@inputs, @input) ;
}#foreach 12
$write->print ("0 ");
foreach (@inputs)
{
S$write->print ("$ccount:$_ ") ;
Sccount++;
}
Swrite->print ("\n");
Sccount=1;
Scount++;
}# foreach offset

my $cmd='svm_classify infile binary svm.temp calcium linear binary
outfile binary svm.temp';
my Sout="$cmd”;

my $len=length($seq)-12;
my Sresult='X';
foreach(1l.. ($len-1))
{$result=$result.'X';}
my $count=0;

my @indices=();
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my Sread = new FileHandle;
$read->open ("outfile binary svm.temp") or
die ("Could not open outfile binary_ svm");
while ( my $line = $read->getline() )
{
if($line)
{
chomp ($1ine) ;
if($line >= 0)
{

push (@indices, $count) ;

}
Scount++;
}
}

foreach (@indices)
{substr ($result,$ ,1,'C');}

my $final=substr($result,0,S$len);

my Swrite= new FileHandle;
swrite->open(">result binary svm.temp") or

die( "Could not open to write");

Swrite-sautoflush (1) ;

Swrite->print (">Sequence\n$seqge\n>Binary SVM\nS$final\n") ;

}

sub pssm

{

my S$self=shift();

my $filename=shift () if(e );

my $cmd="blastpgp -j 3 -d calcium -i $filename -Q pssm matrix.temp";:
my S$Sout="$cmd”;

my $zero='0 0 0 0 0 00O OOO0OOOOOOOOO';

my @array=();
my @pssmarray=();

foreach(1..6)
{push (@array, $zeroc) ; }

my Sread = new FileHandle;
$read->open ("pssm matrix.temp") or

die ("Could not open pssm matrix");
while—(-my-$line = $read->getline() )

{

@pssmarray= () ;
@pssmarray=split (' ', $line);
my S$twenty = '';

if ($pssmarray [0]=~ /\d/)
{

Stwenty = '';
foreach(2..21)
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{$twenty=$twenty." ".$pssmarray[$ ];}

if ($twenty)
{push (@array, $twenty) ; }
}#while

foreach(1l..6)
{push(@array, $zero) ; }

my $write= new FileHandle;
$write->open(">infile pssm svm.temp") or
die( "Could not open to write");
Swrite-sautoflush (1) ;

chomp (@array) ;

Swrite->print ("#Testing dataset for SVM\n");

my $l=scalar (@array) ;
$1=51-12;

my $counter=0;

my $lcounter=0;

my S$index=1;

foreach(1l..51)

{

$lcounter=%counter+13;
Swrite-sprint ("0 ");
my S$newcount=1;

foreach ($counter. .$lcounter)

{

my @newarray=() ;

@newarray=split (' ', Sarrayl([$_]);
foreach (@newarray)
{
Swrite-sprint ("$newcount:$ ") ;
S$newcount++;

}
}

Swrite->print ("\n") ;

Scounter++;
Sindex++;

}

my S$cmd='svm _classify infile pssm_svm.temp calcium linear pssm
outfile_pssm_svm.temp';

my Sout = "“Scmd”;

my Sresult='X"';

foreach(1..($1-1))

{$resu1t=$resu1t.'X';}

my S$Scount=0;

my @indices=();

my Sread = new FileHandle;
S$read->open ("outfile pssm_svm.temp") or
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die ("Could not open outfile pssm_svm");
while ( my $line = $read->getline() )
{
if ($1line)
{
chomp ($1line) ;
if($line >= 0.5)

{

push (@indices, $count) ;

}

Scount++;

)
}

foreach (@indices)
{substr ($result,$ ,1,'C');}

my $final=substr ($result,0,$1);

my $write= new FileHandle;
Swrite-sopen(">result pssm_svm.temp") or
die( "Could not open to write");

Swrite->autoflush (1) ;
$write->print (">Sequence\n$self->{sequence}\n>PSSM SVM\néfinal\n") ;

)

return 1;

PATTERN

package pattern;

use strict;
use warnings;
use FileHandle;

sub new # constructor sub-routine

{
my $pat={ sequence => '',
motif=>'"',};

bless (spat);
return S$pat;

sub setpattern

{
1f (@ ==2) {
my $self=shift();
$self->sequence _method ($ [0]);
$self->motif method () ;

}
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elsel
print "Method setPattern maker requires a argument\n";

}

sub sequence_method

{

my $self=shift();
my S$filename=shift() if(e );
my $read = new FileHandle;

Sread->open($filename) or
die ("Could not open $filename");
while ( my $line = $read->getline() )
{
chomp ($1ine) ;
if ($line=~ /*>.*/){next;} # for fasta line
elsif ($1ine=~/"\s$/) {next;} # for spaces
else{$self->{sequence}=5$self->{sequence}.$line;}

$self->{sequence}=~ s/\s//gi;
$self->{sequence}=~ s/\n//gi;
return $self->{sequence};

)

sub motif method

{

my S$self=shift();
$self-

>{motif}="'D[*W] [DNS] [*ILVFYW] [DENSTG] [DNQGHRK] ["GP] [LIVMC] [DENQSTAGC] . .

] [LIVMFYW] ' ;
return $self->{motif};

}

sub pattern

{

my S$self=shift();

my $filename=shift() if(@ );
my $seq=$self->{sequence};

my $index=0;

my @indices=();

my $fragment=$self->{motif};
my $len=length($seq);

while (substr ($seq, $index, 13))

{

Sindex++;
$_:substr($seq,$index,13);
if (s =~ /S$fragment/)
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push (@indices, $index) ; ;H
}
}

my Sresult='X';
foreach(1l.. ($len-1})
{$result=$result.'X';}

foreach (@indices)
{substr($result,$_,13,‘CCCCCCCCCCCCC');}

my Swrite= new FileHandle; ‘fﬂ
$write->open (">result_pattern.temp") or ‘§%¢
die( "Could not open to write"); fﬁﬁ |
Swrite-sautoflush(l); '

$write—>print(“>Sequence\n$seq\n>Prosite gscan\néresult\n") ;

}

return 1;

PRINTER

package printer;

use strict;
use FileHandle;

sub new # constructor sub-routine i
my $print={ filename => '', i
method=>"", },'

bless ($print);
return $print;

}

sub setprinter it
{
if (@ ==2) { ]
my $self=shift(}; LA
$self->file method ($_[0]);
$self->method method ($_[0]); i

)
else{
print "Method setPattern_maker requires a argument\n"

} "f:

}

sub fileﬂmethod




{

my $self=shift();
$self->{filename}=shift () if (e );
return $self->{filename};

)

sub method method

{

my $self=shift();

my S$file=shift() if(e );
my S$method='";

if(s$file eq 'result pattern.temp')
{$method="'Prosite scan';}

if (6file eq 'result binary ann.temp')
{$method="ANN using Binary model';}
if($file eq 'result pssm ann.temp')
{$method='ANN using PSSM model';}

if ($file eq 'result binary svm.temp')
{$method='SVM using Binary model';}
if ($file eq 'result_ pssm_svm.temp')
{$method='SVM using PSSM model';}

$self->{method}=%$method;
return $self->{method};

}

sub print {

my $self=shift();

my $method=$self->{method};
my S$read = new FileHandle;
my @results=();

my @file={();

my Scount=0;

my $flag=0;

my $blankline=0;

my S$fastaline=0;

my @fasta=();

my $seqg='"';

$read->open ($self->{filename}) or
die ("Could not open $self->{filename}");

while ( my $line = $read->getline() )

{

Scount++;

if ($line=~/">.%/)

{$fastaline++; push(@fasta,$line); if ($flag!=0) {push(@file, $seq)} $seq="";
next;}

elsif ($line=~/"\s%/)

{$blankline++; next; }
else{$seq=$seq.$line;}

Sflag++;

if( ($flag+$blankline+$fastaline) ==$count) { push(efile, $seq) ;}
push (@results, '<table border ="1"s><trs');
my $index=0;
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my S$seqg=$file(0];

my Sresult=5$file[l];

my $len =length($filel[0]);
my $round=$len/60;
Sround++;

foreach (1. .%round)

{

my S$protein=substr ($seq, $index, 60) ;

my S$patt=substr($result, $index,60);

##print "$index\nSprotein\n$patt\n";

push (@results, '<td bgcolor="white">Sequence</td><td
bgcolor="white">'.$protein.'</tds></tr><tr><td
bgcolor="#CC6666">"'.smethod. '</td><td
bgcolor="#CC6666">" .$patt.'</tds</tr>");
Sindex=$index+60;

|

push (@results, '</table>"') ;

my $write= new FileHandle;
Swrite-s>open(">result.temp") or
die( "Could not open to write");
Swrite-sautoflush(1) ;
Swrite->print (@results);

}

sub multiprint

{

my S$self=shift();

my $one=shift() if(e );
my S$two=shift () if (@ );
my S$three=shift() if(e );
my $four=shift() if(e );
my Sfive=shift() if(e );

$self->file method ($one) ;
$self->method method($one) ;
my Sonemethod=$self->{method};
my S$read = new FileHandle;

my @results=();

my @file=();
my Scount=0;
my $flag=0;

my $blankline=0;
my $fastaline=0;
my @fasta=();
my $seq='';

$read->open ($self->{filename}) or

die ("Could not open $self->{filename}");

while ( my $line = $read->getline() )

{

Scount++;

if ($line=~/">.%/)

{$fastaline++; push(@fasta,$line); if($flag!=0) {push(efile,$seq)} S$seg="";
next; }
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elsif ($1line=~/"\s%/)

{$blankline++; next;}

else{$seq=%seq.S$line; }
Sflag++;

}

if ( ($flag+$blankline+$fastaline)==%count) { push(@file, S$seq);}

$self->file method ($two) ;
$self->method method ($two) ;
my $twomethod=$self->{method};
Sread = new FileHandle;
Scount=0;
$flag=0;
S$blankline=0;
$fastaline=0;
@fasta=() ;
Sseq=""';
$read->open($self->{filename}) or
die ("Could not open $self->{filename}");
while ( my $line = $read->getline() )
{
Scount++;
if ($line=~/">.*/)

{$fastaline++; push{efasta,$line); if($flag!=0){push(@file, $seq)} $seg="";

next; }

elsif ($1ine=~/"\s5%/)

{$blankline++; next;}

else{$seq=%seq.S%line; }
Sflag++;

}

if ( ($flag+$Sblankline+$fastaline)==%count){ push(efile, $seq);}

$self->file method($three);
$self->method method($three);
my S$threemethod=$self->{method};
Sread = new FileHandle;

Scount=0;

$flag=0;

$blankline=0;

Sfastaline=0;
@fasta=();

Sseq="'";
$read->open($self->{filename}) or
die ("Could not open $self->{filename}");

while ( my $line = $read->getline() )
{

Scount++;

if (8line=~/">.%/)

$fastaline++; push(@fasta,$line); i flag!=0) {push(@file, $seq seq="";
i h(ef gldne)v~df 18l ) h(efile, $ )} s

next; }

elgif ($line=~/"\s3/)
{$blankline++; next;}
else{$seg=$seq.$line; }
Sflag++;

}

if ( ($flag+$blankline+$fastaline)==%count){ push(@file, $seq);}

e




$self->file method($four);
$self->method method ($four) ;
my $fourmethod=$self->{method};
$read = new FileHandle;
$count=0;
$flag=0;
$blankline=0;
$fastaline=0;
@fasta= () ;
Sseq="'";
S$read->open ($self->{filename}) or
die ("Could not open $self->{filename}");
while ( my $line = Sread->getline() )
{
Scount++;
if ($line=~/">.*/)

{$fastaline++; push(@fasta,$line); if($flag!=0) {push(@file, $seq)} $seqg="";

next; }

elsif ($line=~/"\s%/)

{$blankline++; next;}

else{$seq=%seq.$1line; }
sflag++;

}

1f( ($flag+$blankline+$fastaline)==5count){ push(efile, $seq);}

$self->file method($five) ;
$self->method method ($five) ;
my $fivemethod=%self->{method};
Sread = new FileHandle;
Scount=0;
$flag=0;
$blankline=0;
Sfastaline=0;
@fasta= () ;
Sseqg="";
S$read->open ($self->{filename}) or
die ("Could not open $self->{filename}");
while ( my $line = $read->getline() )
{
Scount++;
if($1line=~/">.*/)

{$fastaline++; push(@fasta,$line); if($flag!=0){push(efile, $seq)} S$seq="";

next;}

elsif ($1ine=~/"\s$/)
{$blankline++; next;}
else{$seqg=$seq.$line; }
Sflag++;

}

if ( ($flag+Sblankline+$fastaline)==%count){ push(efile, $seq);}

push (@results, '<table border ="1"s<tr>');
my $index=0;

my Sseq=5$file[0];

my Soneresult=$file(1];

my Stworesult=$file(3];
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my Sthreeresult=$file(5};
my Sfourresult=$file[7];
my Sfiveresult=sfilel[9];
my $len =length{$file{0]});
my $round=3%len/é60;
Sround++;

foreach(l..$%round)

{

my Sprotein=substr($seq, $index,60);

my Sonepatt=gubstr ($oneresult,$index,60);

my $twopatt=substr ($tworesult,$index,60);

my S$threepatt=substr ($threeresult, $index,60);
my S$fourpatt=substr($fourresult, $index,60};
my $fivepatt=substr{$fiveresult, $index,60});

push (@results, '<td bgcolor="white":>Sequence</td><td
bgcolor="white">'. $protein.'</td></tr><tr><td

bgcolor="#CC6666">"' .Sonemethod. '</td><td
bgceolor="#CC6666">" . Sonepatt. '</td></tr>");

push (@results, '<tr><td bgcolor="#99CC00">" . $twomethod. '</td><td
bgcolor="#99CC00">"' . Stwopatt.'</td></tr>");

push (@results, '«<tr><td bgcolor="#9999CC">".$threemethod. '</td><td
bgcolor="#9999CC">"'.S%threepatt. '</td></tr>");

push{@results, '<td bgcolor="#FFFFCC">"'.$fourmethed. '</td><td
bgcolor="#FFFFCC">"'. 5fourpatt.'</td></tr>");

push{@results, '</tr><tr><td bgcolor="#CCFFCC">'.$fivemethod. '</td><td
bgcolor="#CCFFCC">"' . $fivepatt.'</td></tr>");

Sindex=%index+60;

}

push (@results, '</table>');

my $Swrite= new FileHandle;
Swrite->open (">result.temp”") or
die{ "Could not open to write");
$write->autoflush(1);
Swrite-s>print (@results) ;

}

return 1;

MISC. PROGRAMS

#tlc:/perl/bin/perl.exe
#lo:/perl/1lib

use lib "E:/juit website/calpred";
use CGI gw{:standard);

uge FileHandle;

use ANN;

use SVM;

use pattern;

use printer;
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SENV{ 'EMBOSSWIN'}="C:/EMBOSSwin" ;
$SENV{ 'EMBOSS_DATA')}="C:/EMBOSSwin/data";
SENV{'Path'}="C:/EMBOSSwin";

print header () ,start html ("Results...")};

print '<body v1ink="#FFFFFF" alink="#FFFFFF" bgcolor="silver">';
$sequence=param('seguence’) ;

Soption=param('technigque');

print hr() ,hr(),'<p align="left"><font size="5" face="Monotype
Corsiva"s<b>CalPred</b>: A tool for EF-hand calcium binding

protein prediction and calcium binding region
identification.</font></p>',hr (), hr();
print '<p align="left"s<font size="4" face="Monotype Corsiva">The Ca(+2)
binding site prediction results are as follows:</font></p>"';

my $write= new FileHandle;
Swrite-»open("»>sequence.temp") or
die( "Could not open to write");
Swrite-sautoflush(l);
Swrite->print ($sequence) ;

if (Soption eq "prosite'"} # simple pattern search

my S$instance=new pattern;
$instance->setpattern ("sequence.temp");
$instance->pattern (};

my S5anotherinstance=new printer;
$anotherinstance->setprinter ("result_pattern.temp") ;
$anotherinstance->print (};

my $read = new FileHandle;
Sread-»open{"result.temp") or

die ("Could not open result file");
while ($regult = Sread->getline())
{print "$result<br>";}

}
if (Soption eq "binary ann")

my S$instance=new ANN;
$instance->setANN{"sequence.temp"} ;
$instance->binary () ;

my $anotherinstance=new printer; ‘
$anotherinstance-»>setprinter ("result_binary_ann.temp"); o
Sanotherinstance->print (}; :

:

my $read = new FileHandle;
$read-»open{"result.temp") or

die ("Could not open result file"};
while ($result = $read->getline())
{print "$result<br>";}

it SRR e
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if ($option eq "pssm_ann")

my S$instance=new ANN;
S$instance->getANN ("sequence.temp") ;
$instance->pssm("sequence.temp") ;

my S$Sanotherinstance=new printer;
$anotherinstance->setprinter ("result pssm_ann.temp");
$anotherinstance->print () ;

my Sread = new FileHandle;
S$read-s>open("result.temp") or

die ("Could not open result file");
while ($result = Sread->getline())
{print "$result<br>";}

}

if (soption eq "binary svm")

{

my $instance=new SVM;
$instance->setSVM("sequence.temp") ;
$instance->binary() ;

my S$anotherinstance=new printer;
$anotherinstance->setprinter ("result binary svm.temp");
$anotherinstance->print () ;

my Sread = new FileHandle;
$read->open("result.temp") or

die ("Could not open result file");
while ($result = $Sread->getline())
{print "$result<brs>";}

}

if (Soption eq "pssm_svm")

{

my $instance=new SVM;
$instance->setSVM("sequence.temp") ;
$instance->pssm("sequence.temp") ;

my $anotherinstance=new printer;
$anotherinstance->setprinter ("result pssm_svm.temp") ;
$anotherinstance->print () ;

my $read = new FileHandle;
$read->open ("result.temp") or

die ("Could not open result file");
while ($result = $read->getline())
{print "$result<br>";}

}

2




if ($sopticon eq "all")

{

my Sinstance=new pattern;
Sinstance->setpattern("sequence.temp") ;
$instance-»pattern{);

my $instance=new ANN;
$instance->setANN ("sequence.temp") ;
$instance->binary();

my $instance=new ANN;
$instance->setANN({"seguence.temp") ;
$instance->pssm("sequence.temp") ;

my S$instance=new SVM;
$instance->setSVM ("sequence.temp”) ;
$instance->binary () ;

my Sinstance=new SVM;
$instance-»getSVM("sequence.temp");
$instance->pssm{"sequence.temp") ;

Spat=new printer;
Spat->multiprint ("result pattern.temp", "result binary_ ann.temp",
"result pssm ann.temp", "result binary_svm.temp", "result_pssm_svm.temp"};

my S$read = new FileHandle;
$read-ropen("result.temp") or

die ("Could not open result file");
while ($result = Sread-»getline{))
{print "Sresult<brs>";}

}

print hr (), hr{);

Slegend="
<table width="33%" border="1">
<tr =
<td colspan="3"»><div align="center"s<em>Legends for prediction
results</emn></dive</td>
</tr>
<tr bgcolor="#FFFFFF">
<td width="10%">
«div align="center"s<strong>X</strongs></divs</td>
<td width="90%">
<div align="left"»<em=No prediction.«</ems></divs</td>
</tr>
<tr bgcolor="#CC6666">
<td>
«div align="c¢enter"><strong>C</strongs<«/divs></td>
<tds>
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<div align="left"><em>Calcium binding region
predicted. </em></div></td>
</tr>
</table>"';

print $legend;
print br(},'<p align="right"=»<a style="TEXT-DECORATION: none" href =

", /"sClick here to go to home</as</p=';
print end html (};

#tc:/perl/bin/perl.exe
#1c:/perl/lib

uge lib "E:/juit website/calpred";
use CGI qw(:standard};

use FileHandle;

uge ANN;

use SVM;

SENV{ 'EMBOSSWIN'}="C:/EMBOSSwin";
$ENV{ 'EMBOSS DATA'}="C:/EMBOSSwin/data";
$ENV{ 'Path'}="C:/EMBOSSwin";

print header{),egtart html {"Results..."};

print '<body link="white" vlink="white" bgcolor="silver">';
$sequence=param{'sequence') ;

$option=param('option');

Sgvmkernel=param('svmkernel') ;
$bothkernel=param{'bothkernel');

print hr(),hr(), '<p align="left"><font size="5" face="Monotype
Corsiva's<b>CalPred</b>: A tool for EF-hand calcium binding

protein predictien and calcium binding region
identification.</font></p>",hr (), hr{);
print '<p align="left"s«<font size="4" face="Monotype Corsiva">The Protein
statistics along with machine learning technique\'s scores are as
follows:</fonts></p>"';

if {1 $sequence)
{print 'ERROR! 1111111, br (), 'Please enter a sequence!!’,br({}; exit;}

if (1Soption)
{print 'ERROR!!!1!1tI!" br(), 'Please select a analyzation
technique!!', br(}; exit;}

my $write= new FileHandle;

Swrite-sopen{">»>calpred log_user.txt") or

die{ "Could not open to write"):

Swrite-sautoflush(1);

my ($sec,$min, $hour, $mday, $mon, Syear, $wday, $yday, $§isdst) = gmtime{);
smon++;

Syear=5year+1900;

$fulldate=4mday."/".$mon."/" . Syear;
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Swrite-
s>print ("\n$fulldate\t$ENV{'REMOTE ADDR'}\t$ENV{'HTTP_X FORWARDED FOR'}"};

my $write= new FileHandle; J
Swrite-»open (">sequence.temp"} or St
die{ "Could not open to write"); Co
Swrite-s>autoflush{1l) ; |
$write->print {$sequence); |

if (Soption eqg "ann") M
{ S
my Spat= new ANN; ‘
$pat->setANN ("sequence.temp") ; .
$pat-»pepstats ("sequence.temp") ;

my Sread = new FileHandle;
$read—>open(“outfile_pepstats_annﬁtemp") or
die ("Could not open outfile pepstats ann");
Sann res = $read->getline();

my $write= new FileHandle;
Swrite-sopen("s>s>pepstats outfile.temp") or
die( "Could not open to write");

Swrite->autoflush (1) ; }
Swrite->print ("ANN Score $ann res'}); |

}

if {Soption eq "svm")

{
if {$svmkernel=-~ /-/)
{print "ERROR!I!!!!!ll<br>Please select a kernel type!!"; exit;}

if {$svmkernel eq "linear")
{$kernel="calcium linear";}

elaif {($svmkernel eq "polynomial")
{$kernel="calcium polyncmial";}
elsif ($svmkernel eq "radial™)
{$kernel="calcium radial bais";}
elsif (§svmkernel eq "sigmoidal")}
{$kernel="calcium_sigmoidal_tanh";}

my $pat= new SVM;
S$pat->setSVM("sequence. teup") ;
Spat->pepstats ("sequence.temp", $kernel} ;

my S$read = new FileHandle;

$read-»open("outfile pepsgtats_svm.temp") or

die {("Could not open outfile pepstats svm.t");

$svm_res = $read->getlinel();

my S$write= new FileHandle;

$write-»open(">>pepstats outfile.temp") or D
die( "Could not open to write");

$write-sautoflush(l);

Swrite->print ("SVM{s$kernel) Score $svm_res"}; :

}
if (Soption eq "hoth")

{
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my Sannpat= new ANN;

Sannpat - >setANN ("sequence. temp") ;

Sannpat - >pepstats ("sequence.temp") ;

my S$read = new FileHandle;
S$read--open("outfile pepstats ann.temp") or
die ("Could not open outfile_gepstats_ann“);
$ann_res = Sread->getline(};

if ($bothkernel=~ /-/)

if ($bothkernel eq "linear")
{$kernel="calcium linear";}

elsif ($bothkernel eq "polynomial™)
{skernel="calcium polynomial";}
elaif ($bothkernel eq "radial")
{$kernel="calcium_radial bais";}
elsif {$bothkernel eq "sigmoidal")
{$kernel="calcium sigmoidal tanh";}

my Spat= new SVM;
$pat->setSVM{"sequence. temp") ;
Spat->pepstats ("sequence. temp”, $kernel) ;

my $read = new FileHandle;
$read->open("outfile pepstats svm.temp") or

die ("Could not open outfile pepstats_ svm.temp") ;
$svm_res = $read->getline();

my $write= new FileHandle;
Swrite->open(">>pepstats outfile.temp") or
die( "Could not open to write");
Swrite-s>auteflush(1l) ;

$write->print {"ANN Score $ann res");

my Swrite= new FileHandle;
Swrite-»open("=>>pepstats outfile.temp") or
die{ "Could not open to write"};
Swrite->autoflush(l);

Swrite->print {"SvM({$kernel) Score $svm _res");

}

my S$read = new FileHandle;
$read-s>open ("pepstats _outfile.temp") or

die ("Could not open pepstats outfile");
print '<table border="1" cellspacing="2">"';
while ( my $line = $read->getline() }
my @array=();
@array=gplit (' ',$line);

chomp (@array) ;

if ($line=~ /Molecular.weight/)

{

- 75 -




o

print Tr{'<td bgcolor="#999959">',b{"Molecular Weight"), '</td>",
td(Sarray[3]), '<td bgcolor="#999999":"',b("Residues"), '«/td>",
td(Sarray[6]));

if ($1ine=~ /Average/) 1
{
print Tr('<td bgcolor="#999999">"',b("Average Residue Weight"},'</td>"', w
td({$array[4]), '<td bgcolor="#999999">' b ("Charge"), '</td>", |
tad(sarray[7])); |

|

}

if ($line=~ [Isocelectric/) :

{

print Tr{'<td bgcolor="#999999">"',b("Isoelectric Point"),'</td>"',
td(sarray([3]));

)

if ($1line=~ /A280.Molar/)

{

print Tr('<td bgcolor="#599999">"',b("A280 Molar Extinction
Coefficient"), '</td>', td{Sarrayl(5]1));

}

if{§line=~ /A280.Extinction/)

{

print Tr{'<td bgceclor="#999999">',b("A280 Extinction Coefficient i
lmg/ml"}, '</td>', td($arrayl[5])}; o

}

if ($1line=~ /“Residue/)

|
i

{

print Tr('<td bgcolor="#999939">',b("Residue"), '</td>', '<td
bgecolor="#999999">" b ("Number"),'</td>"', '<td
bgcolor="#999999">' b ("Mole%"}, '</td>"', '<td
bgcolor="#999999">"',b("DayhoftStat"}, '</td>");

}

if( ($line=~ /A.=.Al
{§line=~ /E.=.G1lu/)

a/} || ($line=~ /c.=.Cys/) || ($line=~ /D.=.As
|
($line=~ /H.=.His/) |
i
|
|

/ 8 p/
| ($line=~ /F.=.Phe/) || ($line=~ /G.=.Gly/) ||
| ($line=~ /I.=.Ile/) || ($line=~ /K.=.Lys/) ||

($1ine=~ /L.=.TLeu/) || ($line=~ /M.=.Met/) || ($line=~ /N.=.Asn/) ||

($1ine=~ /P.=.Pro/} || | [ ¢ |

($line=~ /8.=.8exr/} || ( | | I

($1line=~ /W.=.Trp/} )

{

print Tr{'<td bgcolor="#9929999">"' b ("Sarray[0] $arrayl[1l]

Sarray[2]"), '</td>"', td($array[3]), td($array(4]), td(Sarrayl[5])); i

push (@vector, $array [5]); .

} »

$line=~ /Q.=.G1ln/) $line=~ /R.=.Arg/)

$line=~ /T.=.Thr/) ($1line=~ /V.=.Val/)

if ($line=- /“Property/)

q
{ g
print Tr('<td bgcolor="#999999">" b ("Property"), '</td>', '<td A
bgcolor="#999999">"' ,b("Residues"), '</td>', '<td A
bgcolor="#999999">"',b ("Number"), '</td>', '<td 1

bgcolor="#999999">" b ("Mole%"), "</td>"); |
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$tiny='Tiny';
Ssmall='Small’';

if{$line=~ /Tiny/)

{

print Tr{'<td bgcclor="#999999">"',b("Sarray[0] "}, '</td>", '=<td
bgcolor="#999999">",3array[1l], '</td>"', td(Sarray[2]), td(Sarray{3]));

}

if {$line=~ /Small/)

{

print Tr('<td bgcolor="#999599">"' b {"Sarray[0l1"}, '</td>', '<td
bgcolor="#9989999">"', Sarray[1l], '</td>"', td(Sarray[2]), td(Sarray[3]});

}

if($line=~ /Aliphatic/)

{

print Tr{'<td bgcolor="#999999">' b{"Sarray[0]"}, '</td>", '<td
bgcolor="#999999">',Sarray[1],'</td>"', td(Sarray[2]), td(Sarray[3]));

}

if{$1ine=~ /Aromatic/)

{

print Tr{'<td bgcolor="#999999">' b ("Sarray[0]"}, '</td>"', '<td _
bgcolor="#9%9999">"', Sarray[1],'</td>', td(Sarray([2]), td{SarrayI[3]));

}

if($line=~ /Non-poclar/)

{

print Tr('<td bgcolor="#999999">',b("Sarray[0]"), '</td>"', '<td
bgcolor="#999999">"', sarray (1], '</td>"', td{Sarray[2]), td{SarrayI[3]));

}
if($line=~ /Polar/)

print Tr{'<td bgcolor="#599999">"',b("Sarray[0]"), '</td>"', '<td
bgeolor="#999999">"', $array (1], '</td>', td(Sarray[2]), td{Sarrayl[3]));

}

if($line=~ /Charged/)

{

print Tr{'<td bgcclor="#%99999"=' b ("Sarray[0]"), '</td>','<td
bgcolor="#999999">"',Sarray (1], '</td>"', td{$array[2]), td(Sarray[3]));

}

if ($1line=~ /Basic/)

{

print Tr{'<td bgcolor="{#999999">"' ,b("sarray[0]"), '</td>", ‘'<td
bgcolor="#999999">"', Sarray (1], '</td>"', td($array([2]), td($arrayl[3]));

}

if ($line=~ /Acidic/)

{

print Tr('<td bgcolor="#999999">"' b ("Sarray(0]"), '</td>"', '<td
bgcolor="#999999">"', Sarray (1], '</td>"', td($Sarrayl[2]), td(Sarray[3])};

}
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if($line=~ /ANN/)

{

print Tr('<td bgcolor="#999999">' , b("sarray[0] Sarrayl[1l]"),'</tds>',
td{(Sarray([2])});

}
if{$line=~ /SVM/)

print Tr('<td bgcolor="#995999">"' ,b("Sarray[0] Sarray([l]"),'</td>"',
td($array(2]));

}#while
print '</tablex';

print hr{) , hr();

if(($ann_res »= 0.9) or ($svm_res > 0)})

{

print "<p align="left"s<font size="4" face="Monotype Corsiva">Your protein
is predicted to be an EF-hand Calcium binding protein in
nature.</font></p>"';

}

elsif {($amm_res < 0.9) or ($svm_res < 0})

{ _

print '<p align="left"><font size="4" face="Monoctype Corsiva">Your protein
is predicted to be an non EF-hand Calcium binding protein in
nature.</font></p>"';

print hr() hr(),br{);

}

if{($ann _res »= 0.9) or ($svm res = 0))

{

print '<p align="left"s><font size="4" face="Monotype Corsiva'>Identify the
Ca{+2) ilons binding region in the protein:</fonts></p>';

$menu='<form name="forml" method="post" action="identify.pl">
<textarea name="sequence" cols="100" rowsg="10">"'.$gequence. '</textarea>
<select name="technique"

<option value="------------------- " selected»-------------------
-</options

<option value="prosite">Using simple pattern matching using
Prosite entry PS00018.</option>

<option value="binary ann">Neural Network using binary encoeding
method. </options

<option value="pssm ann"sNeural Network using PSSM matrices.
(Takes time !!)</option:

<option value="binary svm":Support Vector Machine using binary

encoding method. (Takes time !!)</option>
<option value="pssm svm">Support Vector Machine using PSSMs
matrices. (Takes time !!)</option>

<option value="all">Using all the available methods. {Takes time
I 1) </options>
</select>
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<input type="submit" name="Submit" value="Identify the Ca(+2) ion binding
regiong in protein."s';

print Smenu;

print hr(),hr{),br{);

}

print br(),'<p align="right"><a style="TEXT-DECORATION: none" href = :
"./"s>Click here to go to home</a»</p>'; :
print end html(); ]
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APPENDIX-II

Table for sequence identifiers of the proteins used in the study, here calcium-binding
proteins are taken from EF-hand Calcium-binding protein data library whereas non calcium-
binding proteins are taken from Entrez protein database.

Calcium-binding proteins identifiers (188)

Non calcium-binding proteins identifiers
(214)

CABV_BOVIN, CABY HUMAN, CART_RAT,
CART CHICK, ALG2_MOUSE, CAN2_CHICK,
CAN1_HUMAN, CAN2_HUMAN,
CAN_SCHMA, CAN3 CHICK, CAN3_RAT,
CANS_HUMAN, GRAN HUMAN,
SORC_SCHIJA, SORC HUMAN, CDP1_ARATH,
CDP1_ORYSA, CDP3_ORYSA, CDPK_SOYBN,
CDPK_DAUCA, CDP2 ORYSA, CATR_ATRNU,
CATR_CHLRE, CATR DUNSA, CATR_GIALA,
CAT1_HUMAN, CATR NAEGR,
CATR_SCHDU, CAT2_HUMAN, CC31_YEAST,
CAT3 PARTE, CALM_ACHKL,
CALM_MEDSA, CALM CANAL,
CALM_CHLRE, CALM_DICDI, CALM_EMENI,
CALM EUGGR, CALM_KLULA,

CALF NAEGR, CALM PARTE, CALM_PLAFA,
CALM_PNECA, CALM_SCHPO, CALI,_CAEEL,
CALL_HUMAN, CABO_LOLPE, TPCC_CHICK,
TPC1_BALNU, TPC1_PONLE, TPC1_DROME,
TPC1_HOMAM, TPC2 BALNU, TPC2_PONLE,
TPC2_DROME, TPCS _PRODO, TPCS_RANES,
TPCS_MELGA, TPC BRALA, TPC_HALRO,
TPC_TACTR, TPC_PATYE, MLEC_CHICK,
MLEF_HUMAN, MLEL, DROPS, MLEP_DROSI,
MLE_CAEEL, MLE_BRAFL, MLEX_CHICK,
MLE_DICDI, MLE_HALRO, MLEN_HUMAN,
MLE2_DROME, MLE_TODPA, MLE_PATYE,
MLE1 CHICK, MLE1_HUMAN,
MLEV_HUMAN, MLEY _HUMAN,
MLES_CHICK, MLR_HALRO, MLR_CHLNI,
MLR! CAEEL, MLR_LUMTE, MLR_DICDI,
MLR_TODPA, MLR_SPISA, MLR_PHYPO,
MLR_DROME, MLRB_RAT, MLRB_CHICK,
MLRA_PATYE, MLRA CHICK, MLRT RABIT,
MLRN DROME, MLRV_RAT, MLRS_CHICK,
MLRS HUMAN, HIPP_HUMAN, NCS1_CAEEL,
NCS1_YEAST, NCS1_RAT, RECO_BOVIN,
RECO_HUMAN, SMOD_RANCA,

SPRC CHICK, SPRC_CAEEL, SPRC_BOVIN,
SPRC_XENLA, CALB_HUMAN,
CALB_DROME, CALB_NAEGR, P01257,

CALB NEUCR, CALB_YEAST, SCPB_PENSP,
SCPA_PENSP, SCP2_BRALA, SCP1_PONLE,
SCP_NERDI, SCP_PATYE, SCP_PERVT,

SPCN CHICK, SPCA DROME, SPCA HUMAN,

AAR97543.1, ACO16780 6, ABL75274.1,
CAAS54397.1, CAA92110.1, CAA97845.1,
CAA96526.1, AAQ19039.1, AAQI19033.1,
AAF78062.1, BAA37150.1, CAA73414.1,
AAUT1328.1, CAA47017.1, AAWBOS518.1,
CAA41250.1, CAA47473.1, ABJ98330.1,
CAL40958.1, 1814452D, AAB19835.2,
AAP32204.1, AF399915 1, GRP2_SORBI,
ABD78745.1, ABB78077.1, CAC40685.1,
AF216868 1, AAS60207.1, XP_711307.1,
CAA56641.1, AF465267_1, AF465266_1,
AF465265 1, AAL66769.1, AAK30124.1,
ABL96308.1, ABE98705.1, ABE98703.1,
ABE98700.1, CAB46084.1, AAKS59929.1,
CAA48298.1, AF138704 1, 1EKJH, AAS94330.1,
AAS94329.1, ABL63815.1, ABHB5388.1,
CACB0990.1, CACB0988.1, AAQ75613.1,
ABJ90287.1, ABC49719.1, 1Z1FA, AAT39430.1,
AAX67829.1, ABF93402.1, ABE68722.1,
ABE6R720.1, CAA06309.1, CAA06217.1,
ABD16181.1, AAT45474.1, CAA07236.1,
CAA10128.1, CAA09457.1, AAR1IS041 1,
AAB91464.1, AAB91463.1, AAB91462.1,
ABB82946.1, AAZ66349.1, ABB91438.1,
CAARST75.1, CAA64799.1, AADO5567.1,
ABL74481.1, ABL74480.1, ABL74479.1,
ABD66305.1, CAB94692.1, AAK27151.1,
AAK27150.1, AAB52550.1, BAA23741.1, IEB9B,
1AVBB, CAA83001.1, CAA36853.1, BAF03553.1,
CAA40073.1, CAAS0585.1, CAA46016.1,
ABA42952.1, AF506028_23, AF506028_16,
AF506028 14, AF506028_10, AF506028_9,
AF506028 8, AF506028_5, AF506028 4,
ABD24226.1, AAY34565.1, ABF48718.1,
ABC74528.1, CAB65335.1, CAA10217.1,
CABR29831.1, CAA44054.1, CAA44055.1,
CAAB1749.1, CAA81748.1, CAA47840.1,
CAATTI41.1, CAATT742.1, CAA33517.1,
AAF99703.1, BAD27384.1, BAD27380.1,
BAD27379.1, BAD27376.1, BAD27374.1,
BAD27373.1, BAD27370.1, BAD27364.1,
BAD27359.1, BAD27356.1, ABA18633.1,
ABDS52008.2, AAZ81424.2, ABC55266.1,
AATG66041.1, AAK26164.2, AAPSTHT5.1,
AAP57674.1, AAPST7673.1, BAA0SS10.1,
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PRVA FELCA, PRVA GERSP,PRVA LATCH,
PRVA HUMAN, PRVA CAVPO,

PRVA _CYPCA, PRVA AMPME,
PRVEB_AMPME, PRVA RANES,

PRVA RANCA,PRVA RAICL, PRVA RABIT,
PRVA ESOLU, PRVA TRISE, PRVB GADCA,
PRVB _BOACO, ONCO_CAVPO,

PRVB MERME, PRVB LEUCE, PRVB_LATCH,
PRVB_GRAGE, PRVB_ESOLU, PRVB_RANES,
PRVB_MERBI, PRVB OPSTA, PRVB MERMR,
PRVB_XENLA, PRV1 SALSA, S10A HUMAN,
8110 CHICK, Release, S112_ BOVIN, Release,
Release, S102 BOVIN, S102 HUMAN,

5103 HUMAN, S104 HUMAN, S105_ MOUSE,
S106_CHICK, S106_HORSE, S106_ HUMAN,
$107_BOVIN, S107 HUMAN, 5108 HUMAN,
S108 MOUSE, S108 RAT, S108 BOVIN,

S108 HUMAN, S108 MOUSE, S108 RABIT,
S108 RAT, S10B_ BOVIN, S111_CHICK,

S111 HUMAN, S111 _MOUSE, S111 PIG,
S111_RABIT, SI0E_HUMAN, S10D_BOVIN,

S10D HUMAN, S10D_PIG, S10D _RAT.

CAAS4632.1, CAA33465.1, CAA41434.1,
AAY33493.1, ABB91437.1, ABB91436.1,
ABB91435.1, ABB91434.1, ABB85234.1,
ABBS85232.1, ABB85228.1, ABB85227.1,
ABBS85214.1, ABB85212.1, ABB85210.1,
ABBS85208.1, ABB85207.1, ABB85194.1,
ABB85188.1, ABF81469.1, ABF81467.1,
ABF81453.1, ABF81450.1, ABF81448.1,
ABF81444.1, ABF81443.1, ABF81442.1,
ABF81426.1, ABF81425.1, ABF81424.1,
ABF81421.1, AAP20702.1, AAP20701.1,
AA043264.1, AAM88375.1, ABC59509.1,
ABC59507.1, ABC59506.1, ABC59505.1,
ABC59504.1, ABC59503.1, ABC59501.1,
ABC59500.1, ABC59499.1, ABC59498.1,
ABC59496.1, ABC59495.1, ABCS9493.1,
ABC59488.1, ABC59482.1, ABC59477.1,
ABC59472.1, ABC59471.1, ABC59470.1,
ABC59469.1, ABC59467.1, AAZ99757.1,
AAZ99791.1, AAZ99790.1, AAZ99789.1,
AAZ99788.1, AAZ99787.1, AAZ99786.1,
AAZ99774.1, AAZ99769.1, AAZ99766.1,
AAZ99763.1, AAZ99761.1, AAU29362.1,
AAU29361.1, AAN73010.1, AAN73009.1,
AANT73008.1, AAN73007.1, AAC31553.1
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APPENDIX-III

Table for protein properties calculated using PEPSTATS and their associated normalization

factors that were used in the study.

Property name

Normalization factor

Molecular weight. 10°
Average Residue Weight. 10°
Isoelectric Point. 10
A280 Extinction Coefficient 1mg/ml. 10°
Mole % of 19 standard amino acids: 10
Alanine, Cysteine, Aspartic Acid, Glutamic
Acid, Phenylalanine, Glycine, Histidine,
Isoleucine, Lysine, Leucine, Methionine,
Asparagine, Proline, Glutamine, Arginine,
Serine, Threonine, Valine and Tryptophan.
DayhoffStat of 19 standard amino acids: 1
Alanine, Cysteine, Aspartic Acid, Glutamic
Acid, Phenylalanine, Glycine, Histidine,
Isoleucine, Lysine, Leucine, Methionine,
Asparagine, Proline, Glutamine, Arginine,
Serine, Threonine, Valine and Tryptophan.
Mole % of Tiny residues. 10°
Mole % of Small residues. 10
Mole % of Aliphatic residues. 107
Mole % of Aromatic residues. 10
Mole % of Non-polar residues. 107
Mole % of Polar residues. 10°
Mole % of Charged residues. 10°
Mole % of Basic residues. 107
Mole % of Acidic residues. 10°
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APPENDIX-IV

Screenshots of datafiles of the four proteasomes and the prosite dataset

B Arabidopsis_calcium _binding_prateins.txt - Wordpad
Fle 6t Vew Imsert Fomat Heb

=l8lx

O/ SR & 1[8-8

B R R R SR T R e R R b T s L A LA G R e S T E i b v
B RSP E R R R EERE DS PR S B SR P A B T B R RIS R AR AT R R R B
#k##This file contains information about protein entries from organism Arabidopsis chaliana BEHBEEBRHGE
B¥f#that are calciwm binding in nature i.e. caleius binding proteins from Arsbidopsis SEHaREaEREE
#iffithaliana protecnome. These are processed through first level filter of CalPred tool and  BEEHEHBREHE
##Efthe regults are shown here, The colwnns below are seperated by single or multiple apaces. BEHSFEARAEE
EEEE B E R EE R LR B SRR SR A P L PR O E R LR PR R EE LA EE L DR R T
G R R R B B AR E SRR R R E R PR TR PR R R e P R R E R B R R R P R T
#4# Colunn no. 1: Protein entry ACCESSION ID, BEBREREARE
484 Colunn no. 2: Score from firat level ANN pepatats module. HRBRBRHER A
H#88 Colunn no. 3: Score from first level SVH pepstots linear module, EREEETELTE:
###4 Column no. 4: Score from first level SVH pepstats polynomial module, HEHRERAEROK
H#### Column no. 5: Score from first level VM _pepstats radial bais mogule. BARERRHAERY
4 Coluwn no. 6: Final decision about the protein nature, whether its calcium hinding or not.ERSREEHFENE
LR e R e R s b LR LR R SR R LR R LT R R R e R B R L R R R R SRR
CCEEE R R b e R R R R LR SRR SRR R LR R R R AL R LR R T
ELEER R B R R R R SR PR LR R R SR R S S p b g b LR VL R T 5
ECEEES R E R b s R TR R R e R SRR R R I b R R s R TR B R T

NP_192238.1 0.9551 1.8143628 2.3249925 0.20380763 YES
NP 567299, 0.0021 -0.32807422 -0.4659049 -0,16060669 MO
NP 974517.1 0.0025 -0.30548765 -0,44347912 -0.14040512 MO
NP_193022.1 0.9981 2.4736761 3.5345208 -0,21322707 YES
NP_19308C.1 0.96€15 -0,97476894 -0.63039286 -3.26422613 YIS
NP_193810.1 0.8675 0.40185203 0.46596006 -0.165614487 YES
NP 124377.1 0.9950 1.1624411 1.568441%6 0,13436334 YES
NP 194458.1 0.9948 0.80267958 1.2513086 -0.22754184 YE3
NP_194508.1 0.9951 1,4050621 1,8947391 0.11901634% YE3
NP 194934.1 0.0001 -0,85213473 -1.0049722 -0,37102516 NO -
HP_165592.1 0.0018 -0,24519776 ~D.38691854 -0.22693504 NO
NP_549515.1 0.0001 -0,5372852 -0.8234093 -0.28259783¢ MO
NP_363646.1 0.0001 -1,560055 -1.6902269 -0.580008 NO
NP_171§92.2 0.3204 -0,32199251 -D.36432155 -0.38500867 NO
NP 973757.1 0.5938 0.3186865 0,46174844 -0.059120128  YES
WP _172007.1 0.0014 -0.66438656 -C.73611245 -0.76019549 NO
NP_172089.1 0,5951 1.8677263 2.1588378 0.04174£935 YES
NP_173289.1 0.21%87 0.31371925 0.27112246 -0.19926656  YES
NP_649586.1 0.2157 0.31371925 0.27112246 -0.19926656  YES
NP_173493.1 0.0001 -0,78342947 -0.76451193 -0.31653083 NO
NP 564143.1 0.9942 0.56822555 0.81844763 -0.17458004  YES

AR aAArAA A oA Amel A ARAFAFAS A ARIARREA A RRdRAEs TR

For Help, press F1 _ -
}}Start[ ) Datafiles_groteames | L*:ﬂd)apteri.drx-ﬁcmsuﬁ.. l @mm&m-mh ” [

B Arabidopsis_calcium_..
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B Arabidopsis_non_celcium_binding_proteinstet - WordPad ~

Fle & Yew Insert Fomt Heb

Erbl ki i bk ke e R e e L b e ke ke S e e e R T R R R e R
R E e ke e R R R T R bR R e e R
##8%This £ile containg information about protein emtries from organism Arabidopsis thaliana  BRERHERNEE
$f88chat are non calciwn binding in nature 1.8, nen calciwo binding proteins from Arshidopsia ERREHAEGHRE
fifkchaliana proteonowe. These are processed through first level filter of CalPred tool and  EEBEHESEEHS
#fiifche results are shown here. The colwmns below are seperated by single or multiple apaces. EHESHIZHARH
EEEE R L R e s e R R R T L R e F R T TR P R
bbb e b b R R R R b e L R R T PR L R R R R SRR R

§8%# Coluem no. 1: Protein entry ACCESSION ID. Hoisneatad
AH4H Coluwm no. 2: Score from first level ANN pepstats mocule, BEBARREREES
f#4# Colunn no. 3: Score from first level SV pepstats linear module. HUHHBRERRES
fif3# Colum no. 4: Score from first level VN pepstats polynomial madule. FEE BT P
##%H Colwn mo. 5: Score from first level SVH pepstats redial bais nodule, HEBARREaRRY

B34 Coluen no, 63 Final decision about the protein natuce, whether its celcium binding or not.g#¥REEEREEE
LRI R R R R e A PR R R b R T R R T R R
CEEE SRR T R R R R P R R S b b T PR A R L PR
Pritididetbb el bbbkt b R R e R E AR e b R B
B By B A R R R AR AR H R B AHE R RO RRBE A R

NP_171609.1 0.0003
NP 171610.1 0.0001
NP 1716111 0.0001
NP 171612.1 0.0005
NP 17163.1 0.0001
NP_171614.1 0.0001
NF 8435631 0.0001
NF_563617.1 0,0001
NP 973734.1 0,0001
NP_171616.1 0.0001

-0.687123874 -0.87944213 -0.38893446 NO
-1.6799687 -1.9546916 -0.36696597 HNO
-1.1407715 -1,1246934 -0,35233395 MO
«0.79111132 -D.8306053 -0,29308654 KO
-1.0816368 -1.2828561 -0.44367545  HO
-0.64919334 -0, 67850847 -0.363677 NO
-0,64919384 -0, 67850847 -0.363677 KO
~1,4669955 -1,6654105 -0,40857007 HO
-1,1876504 -1.311324 -0.41360103 KO
-1,6243928 -1.8113052 -0.40363719 WO

HP_171617.1 0.0009
BP_171613.1 0.0025
HP_849569.1 0.0025
WP_S63618.1 0,0001
NP_171620.2 0.0001
NP_171621.1 0,091
NP_171622.1 0,0018
NP_849571.1 0.0021
NP_849570.1 0.0012
HP_171623.1 0.5963
NP 563619.1 0.9156

BN amd AR 4 A ARAsd

For Felp, press Pl

zf_,fStart] i) Datles proteones I ] hapter 1.doc - Mirosef.., 3Dccunentatm I*bzila | :] Arabzdupsm non calc

-0,60707704 -0.63919174 -0.74441429 HO
0.30948925 0.010637349 -0,27962959 YES
0.30943928 0.010637349 -0.2796295¢ YES
-2.1969003 -2.2182676 -0,26673382 NO
-1.1302774 -1,282725 -0.8M349123  NO
-0,78446352 -1,0331263 -0,3342133 X0
-0.48497099 -0, 62585258 -0.65798577 KO
-0, 47172431 -0.63123837 -0,65035747 Ko
-0.51163391 -0, 67605213 -0,7021501 MO
-0.43032354 -0.41877121 -0,30413519 MO
0 42429943 1.0845175 -0.28127056  YES

Feama 4 AFFaFF A AAAY FaRA
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B Celegans_ealcium binding_proteins.but - WordPad =18
e ER Vew et Fomdt Heb .

DIzlg| S0 ) 2[2el-(8] | ._
l‘i#ﬁ######fi##ffﬁ####ﬁ##ﬁﬁ##ﬂ####ﬁﬂ#####ﬁ######fi#########ﬂ##ﬂ###########ﬁ####ﬁﬂ##ifﬁ##ﬂ######ﬂ###########ﬁ####
#ﬁﬂ#####ﬁ##K#####ﬂ##ﬁ##########################ﬁ#####ﬂ#ﬁ######K###########f!##ﬁ###ff###ﬂ#############ﬁ#####ﬁ

#H#AThis file contains informetion ehout protein entries from organiam C. elegans AHRARARRERE

HiBfthat ave caleiwo binding in nature i.e, caleius binding proteins from C. elegans HikEossasey

B¥ffpcoteanone, These are processed through first level filter of Calfred tool and SRARERR RS

#h#fthe results are shown here, The columis heiow are seperated by single or multiple spaces. HEAEABHEARK
#f!#####ﬁﬂ#ﬁﬂ#####ﬂ#ﬁ###ﬂ#####ﬁ#ﬁ####ﬂ##ﬁ##ﬁ###ﬂ###############ﬂ####ﬁ##ﬁﬂ########ﬂ#########################
ﬁ##K##ﬁ##ﬁ#####################f!###################ﬁ##ﬁ#####ﬁ###ﬂ#ﬁﬁ#######K#######f!###ﬂ##########ﬁﬂ######

Hi64 Column no. 1: Protein entry ACCESSION 1D, BHskRaRES

K4EE Columa no. 21 Sore fram first level INN_pepstats madule., HHubAR Aoy

f44# Colunn vo, 3; Score from first level SVH_pepstats_linear wodule, FEER R

88 Colunn no. 4 Score from first level SVH pepstats polynemial module, RkHARERSEY

¥4 Column mo. 5; Scare from first level SVH pepstats radiel bais module, L

4fi8% Colunn no, §: Final decision shout the protein nature, vheher its caleium binding or rot,EERSAAYAHRH
####f!###ﬁ#ifﬂ#ﬁ#####ﬁﬂ##ﬂ########ﬂ#####ﬁ##ﬁ###f!ﬂ#####ﬁ##f!##ﬁ###ﬂ#K###ﬁ##ﬂ##################ﬁ##ﬁ##ﬁﬂ########
###K############ﬂ#####################ﬁ######ﬂ#####ﬁ###############ﬁ##ﬁ############ﬂ###ﬂ#ﬁﬁ##ﬂ##ﬁ#ﬁﬂ#ﬁ###ﬁ
##ﬁ###############ﬁ#ﬁﬁ############ﬂ############ﬂ###ﬁ########ﬂ########ﬁ###############ﬁ##ﬁ#########ﬁ#######
#if#########ﬁ##ﬁ###########ii#############ﬂ######ﬁ#####ﬂ#####ﬁ###########ﬁ##K##########ﬂ#####ﬁ####ﬁﬁ########

HP_UUIUZZEZE.I 0.0001 -0.50674307 -0.703589951 -0,32577512 HO

NP 493712.1 0.0806 -0,2482408 -0.30362458 -0.27635933 O

For Help, press Fi T
iStartf Dateies rcteanes I'{]] chepter .00¢ - Moose,. ’ @Dwrﬂ'tétmﬁbzﬁa , ) Celegans _calcum_bi. A0F 0 J nom

-85 -

A e e ee e

GEL e b XM o

B o Tt R R LA




B [.efegam_non_tafcium_»'hinding ) proteins.btut - WordPad
Fie Edt Vew Inset Fomet hep

Dl & 4] 12lel| Y

ﬁ##ﬁ##ﬁ##ﬁﬁ########ﬁ######ﬂ##ﬂ##ﬁ########ﬁﬂ####ﬁ##################ﬁﬁ##ﬂ##ﬂ######ﬂ####ﬁ##ﬁ##ﬁ####ﬁ###ﬁ#####
#ﬁ#########ﬁﬁ#####K#########ﬁ##################ﬁ####################ﬁﬁ############ﬁ##ﬁ#ﬁﬂ########ﬂ#ﬂ######
#8§§Thiz file contains infornation ahous protein entries frow organism C. elegans HHEANRRARER
A#kAthat are non caleiwn bindivg in nature i.e, non calciwn binding proteins from C. elegans  HEAEASHALEY
B#4fproteonone, These are processad through first ievel filter of CalPred tool and BEsnRuRy
ﬂWMMrﬁmmaWSMWhﬂaTmcMmmbdwamswﬂmwbyﬂmmormummsmﬂ& LT
######ﬂ##ﬁ##ﬁ#####Kﬂ########ﬁﬂ##ﬂ####ﬁ###ﬁ##ﬁ####ﬁ###ﬂ############ﬂ############ﬁ######ﬂ#ﬂ###########ﬁ#####
#ﬁﬂ#####ﬂ##ﬁ######ﬁ###############ﬂ#####ﬁ########ﬁ##ﬂ#####ﬁ############ﬁ######ﬁ######ﬂ#ﬁ##ﬁﬂ#####ﬁ#ﬁ######

f664 Colwm no. 1: Protein entry ACCESSION ID, KAkHBRRRRRY
8K Colwms no. 2@ Score from first level I pepstate module. HEsBRRERS
$434 Column no. 3: Score from first level SVH pepstats linear wodule. HEHBRARRERY
Y488 Colwm ro. 4: Seore from first level SVM pepatats polyromial module. LR
$H8E Colum no. 5: Score from first level SVH pepstats radial kais module. Risuuasnass

A44% Colwm no, 6: Final decision about the protein naturs, whether its calcim binding or not.§ENEREARELE
ﬁ#########ﬂ############Kﬂ##ﬁ#ﬁ###ﬁ#####ﬁ########ﬁ#ﬁ##########ﬂ###ﬂ####ﬁ###ﬁ######K##ﬁ###########ﬁ#ﬁ##ﬁﬂ###
#########ﬂ###ﬂ###################ﬂ##############################################ﬁ######ﬂ#ﬁ################
###ﬂ#ﬁﬂ###############ﬁ##K###########ﬁ#####################ﬁﬂ#########ﬂ#########ﬁ#######ﬁﬁ##ﬂ#############
#ﬁ###ﬂ##ﬂ############ﬁ#########ﬁ#################ﬁ#####ﬁ#######ﬂ###############ﬁﬂ#######ﬁ#######ﬁ#########

¥P_490660.1 0.3828
HP 490661.1 0.0003
NP 490662.1 D,9934
RP 490663.1 0,9935
NE_490664.1 0.B136
YP_430665.2 0,3947
¥P_001021777.1

NP_190666.2 0,006
NP 490666.3 0.0005
W 001021778.1

NP 871854.1 0.0004
NP 430670, 1 00005
NP §71835.1 0.0014
NP 430671.2 0.9924
WP _490672.2 0.0001
WP_450673.1 0,3296
XP 430674.2 0.0001
HP_190675,1 0,000
K? 490676.1 0.0001
NP £90677.2 0.0001
NP 490678.3 0.2158

R Tt

For Hep, pressF1

disat] 0ess s | )t -t & dwunenain-us... |2 Clegans on_ el

0.0037

0.0001

-0,22856527 -0,23655654 -0.460542564 HO
-0.69025519 -0,33359859 -0.26435386 MO
0.40241351 0.44869756 -0.16108491  YES
0.40803701 0.46002248 -0,16639383  YES
-0.46335351 -0.40947699 -0.36305355 NO
-0.35748945 -0.38556523 -0.31570791 HO
-0. 63054049 -0.48079538 -0,32703541 MO
-0,50244341 -0,97891338 -0.80320749 X0
-0.50856719 -0, 69359032 -0, 54280108 HO
-1.3786601 -1.3462216 -0.51260883 N0
-1,051523 -1.1760421 -0.7626316 MO
-0,70436714 -0.61320749 -0.39802693 NO
-0,67878275 -0,74923247 -0.32423427 MO
0,45291258 0.42073024 -0.26257100  YES
-1.2604209 -1,4068493 -0.57734265 MO
-0,3300365 -0,28707669 -0,30845356 HO
-1,0763686 -1, 10600 -0.50376294 KO
-1,4562965 -1.4749731 -0, 76340503 WO
-1,394085¢ -1,4978907 -0.31179547 M0
-1.8526116 -1,6758107 -0.77106255  NO
052709362 0.26207874 -0.26040481  YES

aiFARA A ARsAREER
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E Drosophila_calcium_binding_proteins.Iat - WordPad

Fle Edt Vew Inset Format Hep

e E R R E _J

####ﬁ######H##########ﬁ#######ﬂ####################################ﬁ#############ﬁ###############H########
ik s R s b e e e e R g

#E#This file contains information about protein entries from organism Drosophila LR
Bhifchat are caleiwm binding in nature {.e. calciwn binding proteine from Drosaophila LR
fidkproteonome, These are procassed through first level filter of CalPred tool and EEEEEE R

#fpfche results are shown here, The columns below are seperated by single or multiple spaces. HHHSHHSHAES
LB R L P E AP E LR R LR TR R L b b L b b bbb Rk p R R
AP P ER R PR LR SR B b b E e L b s e bbb R R ER

#E4E Columm 10, 1) Protein entry ACCESSION 1D, EHRERORE LY
#4384 Column no. 2: Scors from first level JNN pepsters mogule. EEERRE L
Hi#E Coiwm no, 3: Score from first level SVH pepstats linear mwodule, HURRHBRHARE
HE4% Cotwm no, 4: Score from first level SVH pepstats polynomial module. FHBRHBRHRY
$fig# Cotumn no. 5 Scors frow first level SVH pepstats radial bais module, b3 R b T T

#f44 Coiumn no, 6 Final decision about the protein nature, vhether its calcimn binding or not.EREEHBERRER
B R R BB BB R HRERE AR SRR SRR AR RE R
EEEHE AR R E R R PR R R E R I R B L B R R R T PR R A R R R R
EEEEEE BB R T R R R R PR R e e I R B L B B R b T R B EE R R
EEEEE LR R B e e PR R R R R B b B R R T R E R b F e R B R T

NP 511070.1 0.1441 -0.66313348 -0.56652443 -0.33495612 NO
NP 524361.1 0,9949 1.1079298 1.7329823 -0.23065404 YE3

For Help, press Fi
thStaﬂ]jDatafiesyoteoms 1%] chapter |.doc < Microsaf.., @Docmw‘tatmlrbzila § B Drosophila_calcium ..
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& Orasophita_non_calium Binding proteins it - WordPad R

Fie B Vew oot Fondt fiep -
Dlafe| a1 ) x[2je)-| &

h#################ﬂ########ﬁ###########ﬁ########ﬁﬁ#ﬁ######ﬁ##ﬁ######ﬁ#ﬁ#########ﬁ###ﬂ####ﬁ####ﬂ####ﬁ######
#############ﬁﬂ#####ﬁ##########################ﬁﬁ###########ﬁ######################ﬁ######################

#444This file contains information about protein entries from orgakisn Drosaphila BEARERERERS
Hif4that are non calciun hinditg in nature i.e. 20m caleiun binding prateins from Drosophila  SEEHSHARERE
##8#protecnane. These are processed through first level filter of CalPred tool and SRULHRERAEH

H##llthe results are shown here. The colums beloy are seperated by single or multiple spaces. HRSHNHEEEEE
#####################ﬁ###ﬂ########ﬁ##ﬁ###########ﬁ##########ﬁ##############ﬂ#########################ﬁ####
####################ﬁﬂ##ﬁ########ﬁ###########ﬁ###ﬂ##ﬂ######ﬁ####ﬁﬂ##ﬁ#####ﬂ############ﬁ######ﬂ#ﬁ###ﬂ#####

H4#6 Colunn no. 1: Protein entry ACCESSION 1D, EABREHRERRY
Y488 Column no. 2: Score from first level W pepstats module. BUglanRtns
H§8% Column no. 3: Score from first level SVH pepstats_tinesr madule, HEEBRRARRYS
k48 Column no. 4: Score from first level SVH_pepstats polynomial module, EHBuRERSY
H¥AH Colum no, 5: Score from first level SVN_pepstats radial bais module, HASBEHAENRE

#¥4# Colunn ro. 6: Final decision about the protein nature, whether its calcium binding or not.§H4RARERESH
#ﬁ#########################ﬁ#########ﬂ###########ﬂ##ﬁ##########ﬂ########################ﬂ####ﬁ######ﬁ#####
####ﬂ######ﬁ##ﬂ#####ﬁ#########ﬂ#####ﬂ####ﬁ#########K######ﬁ###ﬂ###########ﬂ####ﬁﬁ#########ﬁ#####ﬁ###ﬂ#####
##ﬁ##ﬁ#################ﬂ#############ﬁﬂ###ﬁ###########ﬂ##################ﬁ######################ﬂ#ﬁ#######
##ﬁ#####ﬁ###ﬂ#####ﬁ##ﬁ###ﬂ##ﬁ#####ﬂ#####ﬂ#####ﬁ############ﬁﬁ##############ﬂ###ﬂ##ﬂ#####ﬁ#ﬁ###ﬁﬂ#ﬁ###ﬁﬂ###

¥P 001027032.1  0.0171 -0,68132555 -0,69531806 -0.43716263 NO
NP 0010336151 0,001 -0.6B132556 -0, 69531606 -0,43716263 N0
NF_726656.1 0.0001 -1.526977 -1.5985415 -D. 62368048  NO
WP_569833.1 0.0001 -1.7635651 -1.8686934 -0.54311108 N0
HP 563834.1 0.0010 -0.79565705 -0,73942901 -0,31013412 Ho
NP 477030.1 0.0001 -1.3118548 -1.3949355 -0.965833 NO
NP 726655.1 0.0001 -1.3116546 -1,3549395 -0.963633 NG
NP 369835.1 0.0001 -LIMB7L -1.7714903 -0,69516706  NO
HP 001014706.1  0.0001 ~3.4336199 -3,360601 -0,28126624 MO
NP 001014708.1  0.0001 -1, 1338585 -1.0867896 -0.32330109 MO
NP 001014711.1  0.0001 -1.3175906 -1.2010161 -0,29022005 O
KP 726660.3 0.0001 -1.3175906 -1.2010161 -0,29022025 HO
NP 001014707.1  0.0001 -1.4291996 -1,329251 -0.3872856 1o
NP 001014702.1  0.0001 -1.5726845 -1,4160865 -0,30123674 MO
NP 476852.4 0.0001 -1.8631399 -1.7251705 -0,29597626 MO
NP 001014712.1  0.0001 ~1.7613961 -1,767856 -0,5512148 o
NP 001014710.1  0.0001 -1.6203743 -1,7097931 -0.31368671 WO
WP_569837.2 0.0001 -14347374 -1.4149149 -0,38813507  NO
NP 369038.1 0.0040 -0.77§18758 -0,79882644 -0.32516077 HO
WP 523029.2 0,2170 -0.80962254 -0,7665421 -0,30346141 MO
NP 726683.1 0.0013 -0.43446081 -0.505£1035 -0,30570172 1O
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##ﬁ######ﬁﬁ#######ﬁ######H#ﬁﬂ#ﬁ##ﬁ######ﬁ######ﬂ#####ﬁ##ﬁ###ﬂ#K##ﬁ##ﬁ##ﬁ##ﬂ###ﬁ###ﬁ###ﬂ#####ﬁ##ﬁﬂ#ﬁ#ﬁ#####
PEpbd i e R R R B R R R s R R PR R R B R R R R R
H4##This file contains information about protein entries from organism Howd sepiens LT
i¥ithar are calcium binding in natuee iie. calcium binding proteins from Homo sapiens LE R
Y#fproteonone. These are processed through first level filter of CalPred tool and HURRR RS
Effilithe results are shown here. The colunnz below are seperated by single or multiple spaces, FEARAFRBERS
R LR ps R b R R R s P R R R R R SR R R LT
L R R P e L e R LR R T e bR e
B48# Columm no. 1: Pratein entry ACCESSION ID. BHsuanesis
##48 Colum ro. 2: Scare from first level ANN pepstats module, LT
#4448 Colum ro, 3: Score from first level SVH pepstats linear aodule, BHgasgrany
§i6g Colwmm no. 4: Scare from first level SVH pepstats polynonial module, HushaRERE
$44¢ Column no. 5: Score from first level SVH_pepstats radial bais module. FHasHERRRE
$8¢ Colwsn no, 6: Final decision sbout the protein nature, whether its celcium binding or not.EBREBAHERAE
EEHE R PR R P R s e L e L e R e R R SR Rt R R R
R R R R A R R R L R p R SRR s P S L b
EEE s b R b R b e R R b R b e bR b e R b TR R
LR S E LR LR L B bR e R e S P R R R R PR TR LT

0.43085358 0.56353492 -0.27933731  YES
0.530466¢ 0,96389453 -0.26031112  YES
0.9062646 1,2284726 -0,22730586  YES
0.33541539 0,149488 -0.25421788 YIS
1,0410203 1.3833966 -0.22759064  YES

HP_002951.1 0.5931
FP 002953.1 0.9947
HP 112482.1 0.9950
NP_055439.1 0.5637
HF_004267.2 0.9930

HP 7758352 0,983
fP 525127.1 0.0045
NP 071746.1 0.717%
HP 0010153811

HP 0010153831

HP_073889.1 0.5951
NP 0010153321

NP 071421.1 0.0001
HP_619585.1 0.0001
NP 0010230%2.1

NP 006262.1 0.9947
NP 872333.1 0.9934
P 597716.1 0.0001
NP 619364.1 0,0001
NP 6602011 0.0038
NP 112481.1 09947

TN e rARA i oA ommes

For Hel, grass 1

«}Start] . Dataffs_proteomes l&i]chaiier_l.dx-mrumf... (B doamentation -Hezks .

0.0062187067 0.035179831 -0.29127724
~0.43647086 -0.73895638 -0,41954031 NO
-0.14751337 -0.099662613 -0.32553998

0.5341 0.42208008 0.328555 -0,1959218
0.9541 0.42208008 0,328555 -0,1959218

1,2234421 1,6723108 -0,14202678 YE5

0.9841 0.42208003 0,328355 -0.1939218

-1,2568368 -1.1663009 -0.31359501 MO
-1,2173798 -1.2148697 -0.28340945 KO

0.5950 (.79103385 1.3033847 -0.24953217

1.11608391 1.2059417 -0, 1813419 YES
0.42032164 0,524475 -0,037934751  YES
-1.0749083 -0.92328097 -0.28392703 KO
-1.2660456 -1.2066593 -0.28165212 KO
-0.33717381 -0,2734734 -0.29173269 HO
0.75223696 0, 89858959 -0.22636104  YES
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##ﬁ#########ﬂ###ﬂ######################ﬁ##########ﬂ#ﬁ######ﬁ########ﬁ###if##############ﬁﬂ###########ﬂ#####
##ﬂ#####ifﬂ#ﬁ#########ﬁ#####ﬁ#####################ﬂ#ﬁ#######ﬂ#ﬁ#########if######ifﬂ#######ﬁ######ﬂ#####ﬂ#####

Ki#§This file contairs information shout protein eatries from arganism Howo sepiens KBREARARERY
h#fthat are non caleiwn binding in natuze i.e. non caleium binding proteing from Howo sapiens HES8EANHRAR
Hi#fproteonone. These sre processed through first level filter of CalPred togl end EREBRBAREYE

#Hifkthe results are shown here. The columis below are seperated by aingle or nultiple spaces. HHSEEEEHERE
ﬁ##ﬁ###fiﬁ###########ﬁ#########ﬂ##ﬁ#####ﬂ##############ifﬂ#ﬁ###ﬂ########ﬁ################ﬁ##########ﬁ#######
ﬁ##if##K##########ﬂ#ﬁ#######ﬂ#fi#######ﬁ############ﬁﬂ#####ﬁﬂ#########ﬂ########ﬁﬂ#ﬁ#####ﬁﬂ##########ﬁﬂ######

Y468 Calunn no. 1: Protein entry ACCESSION ID. _ BEBBRBAERYS
468§ Colwny no. 2: Score from first level NN pepstats madule. ERUBEHBRARE
#88% Cotuma no. 3: Score from first leyel SVH_pepatets linear module. EEEERRELT T
B445 Colwmn no. 4: Score frow first level SVH_pepstats polynomial module. HRHEARRRERE
#4648 Column ne, 5: Score from first leve! SVH_pepstats radial bais module, PR ER LR

Ki## Colwm na. 6: Final decision sbout the protein nature, whether its caleium hinding cr not, GEFHSHAREDR
#ﬁ#########ifﬂ#######ﬁﬁ#####ﬂ##############ﬁ###ﬂ#####ﬂ##if##################################################
###########ﬂ##fi#####ﬁﬂ#######ﬁﬁ#######ﬁ##ﬂ################ﬁﬂ#ﬁﬂ########ff#####ﬁ#ﬂ##ﬂ###########ﬁ#ﬂ#ﬁ#######
ﬁ###########ﬁ##############ﬂ####ﬁ###############ﬁ########iiﬁ###############f!###ﬂ##ﬁ#######ﬂ#####ﬁﬁ##ﬂ######
#####ﬁ###ﬁ##if###############ﬂ##ﬁ##############ﬁﬁ#############################ﬁ#ﬁﬁ########ﬁ#####ﬂ##########

NP 055395.2 0.0001 -1.8550009 -1,8625837 -0.30056591 MO
NF 001025183,1  0,0001 -3.2698905 -3.0425904 -0.28129143 N0
NP_036507.1 0,0002 -1,5102997 -1,8343654 -0.29726692 O
NP 001018103.1  0.9748 0.028484205 -0.10758661 -0.31252861 YES
NP_6894€4.3 0.0002 -1.2281805 -1,1774507 -0.394395 Li0)]
NP 005721.3 0.0063 -0.85349591 -0,9012875 -0,6113847 KO
NP 054764.2 0.0001 -2,0523009 -1,6892175 -0.2925802¢ MO
NP 056232.2 0,0001 -1.7543802 -1,8667939 -0.31877225 MO
HP 612189.2 0.9299 0.095331947 0.051111473 -C, 14442993 YES
NP 001007076.1  0.0001 -1.1356282 -1.0676545 -0,46109492 1O
NP C04448.2 0.0001 ~0.99201091 -1,1709839 -0.94158523 HO
NP_773259.1 0.0010 -0.61746846 -0.95462403 -0.50133365 KO
NP 872374.2 0.8597 0.0056143145 0,047463691 -0.29488024 YE3
NP_009037,1 0.0001 -1,2892236 -1.4177315 -0,58624059 MO
NP _(53583.1 0,3563 -0,3124035 -0.33449257 -0.2837408  No
NP 004251,1 0.0001 -1,8147075 -1,5379449 -0.28943073 MO

NP 115303.1 0,0001 -1.1673689 -1.0631479 -0.31283964 MO
NP 060576.2 0.9332 0.29565259 0,36692269 -0.21331585  ¥E3
NP_000339.1 0.0001 -1.7100684 -1.7315368 -0.3401952 MO
NP 055781.2 0.0001 -1.8468437 -1,8899966 -0,53664256 HO
NP 00£025110.1  0.0008 -1.0332097 -0.97523321 -0.3027912 N0

M mARsAs 4 R AR AmAE A AlamARA s oams rReamn LLN
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H#ﬁ########ﬁ##ﬁ##ﬁ##f!######ﬁﬂ##ﬂ##ﬂﬂ#ﬁﬁ#ﬂﬂ#################ﬂ########ﬁﬂ##ﬂ##fi###ﬁ######Hﬁ#ﬁ########ﬁ#ﬁ#ﬁﬁ## ol
EEERERERE B R 2 E kB R E e L R R e E R BT R S R E e L B B R R TR FE P RL i
###§This file contains information about protein entties from Prosite entry PSO0013 FERER L
f#fthat are caleiun bindibg in nature but are not picked up by the pattern sited by PS0001S  GHESHEHEENE
Bififlentry, These are processed through first level filter of CalPred tool and HRRALREERRY
Jf#fthe results are shown here, The colunns belov are seperated by single or multiple spaces. HEBHHBHEHRE
LRI R R A R e PR R b PR A E R L DT E AT E L E R R E R Er R R ERT S
ERE LSRR R R S FE R RV R LR RS PR R PR S R T B ey T e R A PR E TR EE L

#6488 Column no. 1: Protein entry ACCESSION ID. LEEERT RS .
##8¥ Column mo. 2: Score from first lsvel AN pepstats module, HEBHERRRRRE ‘
#48 Column vo. 3: Scors from first level SVH pepstats_linear module, BRUBHABRAEH !
H8¥ Colunn no. 4: Score from first tevel SVH pepstats polynomial module. CRUHABEERLH i
#48% Column no. 5: Scors from first tevel SVH pepstats radial bais rodule. BRABEREAREY i

#89¥ Column no, 6: Finsl decision about the protein nature, whether its calcium binding or not.fESESNBEIER .
ECEETER R L R R R B S LR R R R R R S SR R EE e R R R DR RGP R G TR RRE A il
ERER R R R e R B L SR L R P RS PR E R R RS P S LR R S e L L —~ ‘
ELEEL PR R R TR R B R LSRR TR P R S R R SRR L R T E R S b R R LR P R F R
EREE I E A R T B R R S RS R R b T S RS FEE T S p b F A R TR TR LR eSS

P20111 0.9656 -0.030373443 0.11762459 -0,20375565 YES ‘
Q50734 0.9439 -0,16853622 -0,020958878 -0,22545809 YES }
Q9BDK? 0.9943 1.320522 1.1873097 -0.2157118 YES ‘
P55008 0.9679 0.96215819 0.73809535 -0.21079199  ¥E3 |
Q5THZS 0.9893 0.97006955 0.73504194 -0,21353924¢  YES
070200 0.8879 0.43631103 0.14361235 -0.25021593  YES
Pa1076 0.9197 0.63913047 0.35223143 -0.23111311  YE3
P3500% 0.9820 0.7076636 0.51285541 -0.24321636 TE3
013728 0.5701 -0.26634864 -0.2632608Z -0.32479392 NO
QIVIHE 0.0008 -1.0273239 -1.0083323 -0.59365404 NO :
F27730 0.0637 -0,65779075 -0,58276257 -0.49122361 NO '
Q9BXYS 0.0014 -0.74757287 -0.84438538 -0,55807157¢ NO .
QENXPO 0.0001 -1.2768056 -1,3515401 -0,37620524 NO oo
Q095LL3 0.0001 -1.2404375 -1.3572387 -0.40346445 NO ‘
F30363 £.6900 D.26737724 D.10628726 -0.1707463%  YES |
099653 0.9830 0.25689462 0,30307427 -0,1330951%  YES ‘
QSR7FO 8.9330 0.25669462 0,30307427 -0.1330951%  YES
Q9uJ50 g.0002 ~0.80843901 -0,86505335 -0.58733051 NO
QBHEW2 0.0002 -0.78627205 -0,83%50219 -0,57980139 NO
Q9QXX4 0.0003 -0.67569921 -0.73797747 -0.54792948 NO :_J
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APPENDIX-V |

Plots for distribution of output scores of proteins from proteomes of four organisms and ' ;
PS00018 dataset, which were queried with the first-level filter I

Diswibution of sutput values of entries from PROSITE (P$00018) domain entry for SVMrelated
modules
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Ristiibution of output scores of Honro sapieirs proteome for VM _pepstats_radial_basis
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Distribution of output scares of Homo sapiens proteeme for SVM_pepstats_linearmodule
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Distribution of output scores of Drosophita protesme for SVM_pepstars_radial_basis module
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Distribution of output scores of Drosophita proteome fer S$YM pepstats_linear module
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Distribution of output scores of Caeno rhabditis efegans proteome for
SVM_pepstats_radial basis modute
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Distribution of oUtput scores of Caenorhabditis elegans proteome for SVM_pepstats_tinear
module
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Fraction

Distribution of output values of Arabidopsis thatiana proteome for ANN_pepstats module
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Distribution of output scores of 4 rabidopsis thakiana proteome for

SVM pepstats polyhomial module
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APPENDIX-VI

Some snapshots for second-level (203 Kb} filter results for PS00018 dataset.

VMusmg Binary wodel )OODOODGOGD(XCCCCCCCCCCXCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC_

EUM wsing| PSSM model {CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

- e

o using Binary model CCCCXCXCCCCCCCCCCCCCCCCC)OO(XC)OO(XCCCCCCCXCCX)OOOO(CXXXCCCCCCC
SVM using PSSM model CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC}OO(CXCXCCCCCCCC
: |Seqence EGLTAKEGLLLWCQRKTAN YHPEVDVQDFIRSW‘INGLAF CAL[HQI-HIPDLLDYM(LDKKN

\SVM usxngBmmy todel [CCCCCCCCXCCCCCX)COG(CCCCCCCXXCC)Q(XBOCOOGGO(C)GOO{XXCCCCCCCCCCCC

— e e rerr e N R
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