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Abstract 

 
Machine learning and its role in the future price determination or stock prediction is 

being done here. The data is of SNP 500 list which is a list of top companies. Company 

tickers are extracted and also the respective stock data. We study about various machine 

learning classifiers and how they are being used in the process. 

This field of research is also referred to as Algorithmic Trading. 

It strategically focuses on monitoring the market for any changes ie the deviation of the 

parameter ( the value who’s prediction is to be made ) . In case of stock market with the 

help of proper algorithms we can decide whether to buy, sell or hold a stock. 

Various data manipulations are done and the feature sets made were assigned to different 

labels and the after this classifiers were used to predict the three conditions specified 

above. 

 

For a layman predicting stock prices is very difficult because not only the dataset is  very 

huge but it is very complex at the same time . A deep knowledge of how these stocks 

change and move overtime is required. Also the extent of the movement is to be 

determined ie if a stock moves up the how much is the increase and vice versa. 

Also how much change is to be ignored etc. The main question is whether a machine can 

store and analyse this large extent of data and also devise relationships between various 

parameters in the dataset . 

One basic way of analysing how market and its companies work is to determine how  

these companies are interrelated. Trick is to find out the correlation between different 

pairs. 

 

Those companies that are highly correlated are supposed to have a large impact on each 

other’s stock prices while those with less correlation are supposed to be slightly 

independent  of each other. Also this can be used to find out the pair of companies that 

are not at all related to each other. This is followed by selecting an appropriate feature set 

and applying ML algorithm to this feature to determine whether to sell or buy, or hold. 
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Chapter 1 
 

Introduction 

 

 
 
Problem Definition: 
 
The prediction of the market stock prices is a very absorbing task that requires deep 

knowledge of the stocks and how they work. It is must to determine what are the various 

conditions on which the stock prices depend and how largely do they depend on these 

conditions. Although it is said and argued by various data scientists that the market is 

self-correcting which means if by any means there is any disturbance or deviation then 

the market acts on its own to negate or absorb it and thus does not spare any room for any 

kind of  predictions to be made. 

 

Although some might also argue that if a machine is given enough data and is trained 

well on this dataset then it is possible to make slight predictions and determine a general 

trend. This is where the concept of HFT (High frequency prediction). 

 

 
Project Overview and Specifications: 

 
 

AI (Artificial Intelligence) has become a very important aspect of everyday life 

applications. A known example is siri, alxa, bixbie which is a virtual assistant created by 

apple, amazon and Samsung respectively.It is also a very integral part of the financial 

applications and widely used in stock market prediction. The main aim of our project is to 

make fast and accurate decisions regarding selling buying or holding a stock. 

 

Machine learning is a subset or a part of Artificial Intelligence and provides us with 

appropriate algorithms to deal with a large amount of data also referred to as big data.    
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In other words all the data is fed into a MLA. This model overtime adjusts its parameters 

and improves its results. 

 

 
 

Hardware Specifications 

 
 

Since it requires us to deal with a large amount of data , we are supposed to have good 

hardware specifications. Good storage , high RAM and decent GPU is must. 

Also a good editor is required, for instance, spyder, visual studio,etc. 

 

 

 

Software Specifications 

 
 

1. Python Idle 3.7:The machine learning algorithms need to be implemented in a editor. Python 

idle is the editor that we are using. All the tasks like extraction , manipulation 

and the final predictions are done using the editor only. 

  

 

2. Numpy Lib: This is one of the python libraries .It has a collection of complex mathematical 

functions and operations used to deal with big data. It has support for large , multidimensional 

arrays also. 

 

3. Matplotlib: This is also a library in python and is used for the purpose of plotting as the name 

suggests. It is an extension of above stated numpy library. It is based on object oriented 

programing. 

 

4. Pandas: It is a library in python for manipulating and analysing data. All the calculations related 

to time series and numerical table. 
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5. BeautifulSoup: It is a python package. The set of XML and HTML documents are parsed using 

this package. It creates a parsed tree for parsed pages used to extract the data from web pages. 

This is also called web scraping. 

 

6. Pandas Data Reader: It is a component of pandas library and hence is used to fetch data from 

internet. 
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Chapter 2 

 

Literature Survey 

 

 

 

 

Existing Systems 
 
The task of stock market decision making is very cumbersome and absorbing at the same 

time. Data scientists have huge pressure on them as a  lot of money is on stake. An 

accurate prediction can lead to large profits and a little mistake can cost the company a 

large fortune also. Stock market is very complex and intertwined . 

Because of the same reason it becomes very tough task for the scientists to design a 

model that can accurately predict the movement of stock values. The field of computer 

science that is used in designing such models is (Artificial Intelligence) . 

AI models offer us the capability to learn which is otherwise not found in general 

computers. General computers are designed to take inputs and then deal with these inputs 

in a prescribed way to give us desired outputs. This is how a general program works. But  

AI-computers are different in a way that they can learn from the data that they are fed just 

like humans. Machine learning is a branch of AI that offers various algorithms to extract 

and learn from the data and also improve its results overtime. 

 

Some of the machine learning techniques that are widely used for making financial 

predictions are :- 

 

• Naïve byes theorem 

• K-NN (k- Nearest neighbours) 

• SVM (Support Vector Machine) 

• ANN (Artificial Neural Network 

• Random Forest 

 

Usually the scientists go for two kinds of analysis ie.,: 

Technical and Fundamental analysis and these both are quite different from each other. 

The market position, revenues and profits , growth rate etc are all a part of the 

fundamental analysis of the company while the technical analysis is mainly related to the 
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stock price and its fluctuations. Market is very volatile can cause an economy to rise and 

fall at any time or instant. 

All the current systems focus at understanding this volatile behaviour of the market and 

designing models that can most accurately  make predictions  

 

 

 

 
Proposed Systems 

 
The data that we are training our model with is a list of top 500 companies along with 

their respective financial details. The list is called SNP500 and our objective is to make 

decisions regarding holding selling or buying a company’s stock 

 

 
Feasibility Study 
 

To”check the feasibility of the above model the given output will be checked and 

matched against the graph of the actual company for that period of time and observe the 

patterns.” 
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Chapter 3  
 

System Analysis & Design 
 

 

 

Requirement Analysis 

 
 

 

Predicting future stock prices by studying the past trends in the movement of the stock 

value is done with the help of technical analyses. We have  to keep in mind that the 

technical parameters don’t directly predict or give us the future value but with the help of 

past inputs and their respective outputs , these technical parameters can determine a 

general trend in the movement of thee stock value so they basically give the investor an 

idea about  whether a stock is going up or is going to go down. 

 

The database in our case ie., SNP500 has each company’s ticker name and corresponding 

to this ticker name all the other stock details are saved so extraction is done on the basis 

of these tickers. 

 

The parameter that we have taken into consideration first is the close price of the stock. 

This is then saved in a data-frame. To get a general idea of the interdependence of the 

various companies we have also calculated their correlation which is the depicted using a 

heat map. 

 

The next goal is to set a target percentage. This target percentage decide whether a stock 

is put on hold or we buy more of a stock or even if we need to sell the stock. For this we 

pre-process the data and establish various other parameters like volume price etc. 
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Extraction of the Data 

 
 

• The first step would be locating the data on the internet. We found the SNP500 list on 

Wikipedia in a table format. 

 

• This data dates from 1/1/2000 to 31/12/2017 so the model we make gets trained on a 

certain percentage of this data 

 

• We visit the source code of the Wikipedia page and try to access the .text attribute. 

 

 

• This attribute is then converted into a SOUP object using the BeautifulSoup library. 

 

• Next step is to  get the ticker value for all the companies. As we see in the table, tickers 

are stored in the 1st row of the 0th column. SO the corresponding datais extracted  using 

the wiki table sortable classes. 

 

 

• Now we need to save this data in the form of a list in a pickle file which will update itself 

by checking for any changes on regular intervals. This is done by taking the .text part and 

appending this ticker it into a list. 

 

• Now we have a pickle file with the list of tickers of 500 companies stored in this pickle 

file. This is followed by extracting their corresponding stock details from the table. This 

is done using a .csv file in which the data of first 15 companies is stored as dealing with a 

larger data becomes a storage problem. 

 

 

• This extraction is done using Pandas Data Reader of the Pandas library. 
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• There are approximately 6000 entries for each company and for  all those companies 

which stared between 2000 and 2017 null values before their start are replaced by a zero 

 

So now we have a .csv file that contains the stock data of 15 companies along with their 

respective tickers This data is ready for manipulation in the next step. 

 

 

 

 
 

 

Fig 3.1 
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Fig 3.2 

 

 

 
 

 

Fig 3.3
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Fig 3.4 
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Manipulation of the Data 
 

Now that we have the Open, High, Low and close value for the required companies the 

next step is to manipulate this data to analyse the relationship between various 

companies. We put the data in one data-frame  and only consider the close values for the 

time being. 

This is followed by making an empty data-frame in which we save the previously stored 

tickers along with the corresponding close values. We rename this column as per the 

ticker name and make a sharing data-frame.  

 

First step is to check if the main_df is empty or not. If it is then we start with the 

current_df otherwise we use pandas outer-join to combine the data-frames. 

An interesting way of visualising the correlation between the close stock values of the 

various companies would be to make a heat map with is available in thematplotlib library. 

The mapping style used is “ggplot”. There is a function in matplotlib which is used to 

find the correlation b/w data  

for e.g.   “dataframe-name.corr()” 

Using this function we are able to calculate the correlation from every column to column. 

We have the values now, next step is to graph this data and make a heat map. There is no 

built-in heat map in matplotlib but some tools have been provided which help in building 

one. A numpy array of correlation values is fed to the graph itself and the we build the 

figure and axes. 

 

This heat map can be made using various different colours the range can also vary 

depending on the values that we are dealing with. Cmap is used to decide the colour 

scale. 

We use RdY1Gn which describes a heat map that has three colours namely- red, yellow 

and green. The way this heat map works and the large amount of information that it 

reflects without using much space is very interesting. The colour goes from red for the 

lowest values to yellow for the mid-range values and then finally green colour for high 

correlation values. Also we add a side bar to understand how the colour scale works 

better. This is followed by adding labels to both “x”-axis and the “y” axis to understand 

which value belongs to which company. 
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We tilt the graph to make the graph more readable. 

Next step is to set the mathematical range of the heat map. Since we know that the 

correlation can be positive”, zero and negative. Positive means they are directly related to 

each other and vice-versa. Also zero correlation means  that the two companies are not 

related at all. 

 

 

 

 

 

 

 
Fig 3.5 

 

 

 

 

 

 

 

Fig 3.6 
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Fig 3.7 

 

 

 

 

 

 

 

 

 

Fig 3.8 
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Fig 3.9 
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Analysing data in machine learning 

 

 
Now that, we have loaded the dataset using pandas, let’s find out more about our data. 

• Describing the Dataset 

Using the method describe(), we can find out parameters like count, mean, std, and max. 

 [df.describe()] 

 

• Shape of the dataset 

The shape tuple simply, will give us the dimensions of the dataset. 

[df.shape()] 

 

• Extracting the data from the dataset 

Here, according to our requirement, if we want only the first ten rows from the dataset, 

we can call the head() method on it. To this, we can pass it the argument 10, for printing 

the first 10 rows from the head. 

[df.head(10)] 

 

• Performing operations around a variable 

We can perform certain operations on a variable. For instance, here, we demonstrate 

how to group data on a variable. For this, we use the groupby() function. 

 

 

 

Need for Preprocessing data 

 

 
In Machine Learning, the technique of organizing the data for an ML algorithm consists 

of  the following phases: 

• Data Selection 

• Data Preprocessing 

• Data Transformation 

The data format should be in a an appropriate manner, for attaining better yield from the 

model applied in Machine Learning projects. Some predefined Machine Learning model 

needs data in a prearranged format. For instance, Random Forest classifier doesn't 

support null values, in this way to implement random forest algorithm, null values must 

be managed from the original raw data set. 

 

Data selection comprises of numerousstages as subsequent: 
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There is an immense amount of  variety,quickness,and sizeof the accessible information 

for a Machine Learning problem. In this step, we only select a subset of thefigures that 

we are available with. 

 

The chosensection must be a precise and significant representation of the fullsample. A 

few data can be replicated or derived from the available information whenever essential. 

Information not applicable to the issue in hand can be evaded. 

 

 

 

 

 

After the data selection procedure, the data needs to be preprocessed/cleaned out using 

following steps: 

The data should be formatted in order to make it suitable for ML.Then,Cleaning of the 

data is done to remove incomplete/null variables.Data cleaning/refining involves 

filtering the data, based on a no. of variables, as follows : 

 

Insufficient Data: 

 

The extent of information essential for ML algorithms can shift starting from thousands 

to millions, based on the complex nature of the issue and the chosen algorithm. 

 

 
Non-Representative Data: 

 

 
The instance that isselected must be a precise depiction of the whole data information, 

as non-representative info from the data may  train an algorithm such that it won't 

function actually well on fresh test information. 

 

 

Substandard Data: 

 

Outliers, errors, and noise can be eradicated to acquire a better fitting of theselected 

model. Absent features such as age, for 15 percent of the spectators may be ignored 
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entirely, or an average value can be presumed for the missing constituent. 

Selecting the correct size of the sample is a key step in data preparation. Samples that 

are too big or too minor, might give skewed results. 

Smaller samples result in sampling noise since they get prepared on non-representative 

info. For instance, testing the voter sentiments from an tremendously little subset of 

voters. 

 

Bigger examples function splendidly, if there is no sampling bias, that is, then the 

correct information is picked. For instance, sampling bias would happen while checking 

voter sentiment just for the technically sound subset of voters, while overseeing others. 

 

 

 

Preprocessing the Data to prepare for Machine Learning 

 

 

 
In Machine learning, ML algorithms don’t toilvery good with the treating of  raw/ 

unprocessed data. And, beforehand we can feed this raw data into a machine learning 

algorithm, we must preprocess this information, or in other arguments, we must put on 

some transformations on it. By carrying out data preprocessing, we transform the raw 

data into a suitable and clean data set because, whenever the data is collected from 

numerous sources, it is collected in a raw layout, which is not conceivable for the 

analysis.Some ML models need information to be in a definite format. 

 

The task here is to see what occurs, if data from all of the companies is taken, and fed 

throughan ML classifier. Over time, diverse companies have different relationships with 

each other, so  if the mechanism can identify and fit these relations, it's possible this 

could calculate from changes in prices at present, what will occur tomorrow with a 

particular company. 

 

To initiate with, the foremostjob of machine learning is to take "feature sets" and tries to 

map them to "labels." Whether it is K- Nearest Neighbors or deep learning with the 

neural networks, the manner remains the same for all. Thus, the chief task  is to change 
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our existing data to feature sets and labels . In general,Pre-processing can be mentioned 

to as the transformations applied to our facts,beforehand feeding it into the ML 

algorithm. 

 

Features can also be the other firm'srates, but in its place, say that the features are the 

pricing variations for the day for all of the companies. And, the label will be whether or 

not we essentially want to buy a particularcorporation. Consider a company for an 

illustration, for the feature sets, we take into reason all company’s  %age changes for 

that day, and those will be the features. Label will be whether or not,that company rose 

more than x percent within the next x days, where it is conceivable to pick whatsoever is 

you want for x. To start, let's saythat a company is a buy if, inside the following 7 days, 

its value goes up more than 2 percent and it is a sell if the price goes down more than 2 

percent. 

 

If the procedure says buy, then we perform buy, place a 2 percentfall stop-loss 

(essentially something that tells the interchange is price decreases below this number / 

or goes overhead if there is shorting of the firm, then exit the position). Otherwise, sell 

the company once it has risen 2 percent, or could be conservative and sell at 1 percent 

growth etc. Irrespective of this fact, this could reasonably easily build an approach from 

this classifier. In order to begin, the prices into future for our training statistics is 

needed. 

 

This function will take asingle parameter, the particular  ticker being referred to. Each 

model will be organized on a single company. Next, know how stretched into the future 

the prices are required for. Here we are considering for 7 days. Now, read in the info for 

the close prices for all organizations that have beenkept previously, take a list of all the 

present tickers, and initiate filling any misplaced with 0 for the time being. This may be 

something someone need to modify later on, yet how about we go with 0 for now. Now, 

take the % change values for the following 7 days. 
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This generatesa new data frame columns for a particular ticker in question, using string 

formattingto generate the custom  names. Thisway, for receiving future values is with 

shift, which mainly will shift a column up or down. Here, shift a negative quantity, 

which will take that column and, if somebody could tell it visually, it would shift that 

column up by i rows. This gives the future prices i days in advance, which can be 

calculated for % agevariation. 

 

Create a function, that generates our label. There are a multiple of choices. There is a 

function that dictates buy/ sell/hold, or maybe just buy/sell, therefore using the previous 

spread. 

 

Principally, if the price increases more than 2 percent in the next 1 week, forecast that 

it’s a buy. If it drips more than 2% in the followingweek, that is a sell. If it doesn't do 

either of those, then it ismoving insufficiently, and this would expect to just hold 

whatever our position is. If there are shares in that firm, do nothing, but keep the current 

place. If there aren’t any shares in theenterprise, do nothing, just hold 

. 

 

Used args here, so to take any no. of columns here that are required . The concept here 

is that to plot this function to a Pandas-DataFrame column, & the column would act as 

"label." If it is -1, it’s a sell, 0 is a hold, and a 1 is buy. The “*args” will be those 

upcoming price change columns, and if there is movement that exceeds 2 percent in 

either direction that’s what dealers should be concerned in. This is not a 

completelyfaultless function. For example, price might go up by two percent,& then fall 

2 percent, and it mightn’t be ready for that, but it will do just well still. 

 

There is somefully absentin formation, which we will exchange with 0. Then it possibly 

have some of  infinite data, specially  if in the algorithm there is a percent variation 

from 0 to anything. So transform infinite values to NaNs, then drop NaNs. Presently, the 

"features" are that day's values for stocks. Just static numbers, really specifying  nothing 

at all. 
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In its place, a superior metric would be every single company's % change that day. The 

idea here being that some companies will change in price before others, and we can 

profit maybe on the laggards. So convert the stock values to percentfluctuations. 

 

The capital X contains the feature sets (daily percentage variations for every firm in the 

S&P 500). The lowercase y is the "target" or the "label." Basically, those which are 

going to map our feature sets to. 

 

 

Fig 3.10 
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Fig 3.11 

 

 

 

 

 

Visualising data- Multivariate plots 

 
A multivariate analysis examines more than two variables. For two variables, we call it 

bivariate. 

 

Correlation Matrix Plot: 

A correlation matrix plot demonstrates how changes between the two variables relate. 

The two variables that change in the same direction are positively correlated. A change 

in opposite direction implies negative correlation between the variables. 

➢ Correlations=df.corr() 

➢ fig=plt.figure() 
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Classifiers in Machine Learning 

 

Classification can be classified as a major process that includes predicting the class of 

given data sets for prediction of different real time applications, classes are also 

sometimes referred to or known as “ targets” or “labels” or “categories”. Classification 

includes predictive Modelling, which is the job of approximating a given mapping 

function (f),via the input variables (X) to distinctyield variables(y). Ponder over an 

example, spam recognition in our email servicesuppliers can be recognized to as a 

classification problem, it comprises binary classification, as there are only two classes 

of spam and not-spam. A classifier will exploitcertaintraining information in a particular 

%age so as  to comprehend how the given input variables will relate to class. In this 

particular case, that is spam/ non-spam, e-mails have to be used to provide training 

information to the machine. When this classifier will be trained correctly it can be 

utilized to detect an unknown e- mail. 

Classification generally belongs to the class of supervised machine learning, where the 

targets/ labels/ categories are also provided with the input data. There can be many uses 

in classification in various different domains, such as in stock market, recommender 

systems, target marketing etc. 

 

 

Different Types Of Classifiers Used 

There are basically 2 types of learners in classification  that are classified as lazy 

learners and eager learners.  

1.Lazy learners 

Lazy learners have a simple task to store the training data and wait until the testing data 

appears. When the testing data appears, classification is conducted that is based on the 

most of  the associated information there is in the stored training data.As  compared to 

the eager learners, the lazy learners have very less training time but has more time in 

forecasting. 

Examples: k-nearest neighbor(knn), Case-based reasoning 
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2. Eager learners 

Eager learners usually build a classification model that is based on the specified training 

data before getting the information for classification. It should be capable to obligate to 

a single hypothesis that will cover the entire instance space there is. As a result of  this 

model building, the eager learners usually take anextended  time for train and very little 

time to forecast. 

 

 

Decision Tree, Naive Bayes, k-Nearest Neighbors 

 

K-nearestneighbors 
 

The k-nearest neighbors(k-nn) algorithm, also known as k-NN is a non-parametric 

process or approach that  is utilized for classification & regression. In both the 

circumstances of  the classification and regression, the input comprises of the k-closest 

training samples that are present in the feature space. And the output  majorly depends 

on whether or not,  the k-NN class  is utilized for the classification or it is being used for 

regression. 

In k-NN when it is used for classification, the output is generally a class association. An 

object is classified if there is a majority of vote from  its neighbors, to it and then the 

object being allocated to the class that is most mutual among  whole of  its k-nearest 

neighbors, where k is a +ve integer characteristicallyminor. If k = 1, then object is 

purelyallocated to the class of its single-nearest neighbor. 

In k-NN, when it utilized for regression, the output is usually the property rate for the 

standardized object. This value contains the average of all the values of its k-nearest 

neighbors. 

k-NN or the k nearest neighbor majorly is a type of instance based learning, or comes 

under a class of lazy learning, in which the function is only approximated locally and all 

other calculation is delayed until the time of the process of classification. The k nearest 

neighbor algorithm is the simplest among all of the ML algorithms. 
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For the both of  the process of classification & regression, it is a very 

muchvaluablemethod that can be utilized to allot some of the  weight to the offerings 

that is of the neighbors, so that the neighbors that are nearest addadditional to the 

calculated average than the more that are the distant ones. Consider an example, of a 

common weighting scheme that consists of providing each neighbor, a weight of some 

functions that contains distance like 1/d, where d is the distance to the specified  

neighbor. 

 

Instance of the k-NN classification: The test sample (green dot) should be classified either to 

the first class of blue squares or to the second class of red triangles. If k = 3 (solid line circle) 

it is allocated to the second class because there are 2 triangles and only 1 square inside the 

inner circle. If k = 5 ( the outer dashed line circle) it is allocated to the 1st class i.e., 3 squares 

vs. 2 triangles inside the outer circle. 

 

 

 

 

  

 
Fig 3.12 
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Random ForestClassifier 

 
 

“Random forests” also known as the “Random decision forests”is  a tool to ensemble 

learning technique for classification, regression and other various tasks, that typically 

operate by building a multiple of decision trees at training period and outputting the 

class that is the way of the classes for classification or average calculation that is, 

regression, of the individual trees. 

Random decision forests correct for decision trees' habit of overfitting to their training 

set. 

 

The ever first algorithm created for random decision forests working was created by Tin 

Kam Ho using the method of random subspace, which according to Ho's construction, is 

anapproach to implement the famous "stochastic discrimination" style, that is used for 

classification proposed by Eugene Kleinberg. 

 

 

 

 

Fig 3.13 
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Leo Breiman and Adele Cutler developed a later version of the algorithm, and 

"Random Forests" is their trademark. The extension  has arbitrary selection of the 

features, presented by Ho, later on self-sufficiently introduced by Amit and Geman in 

order to build a collection of decision trees with measured alteration. 

 

 

 

 

Support VectorMachines 
 

 

Support vector machines(SVM’s), also known as “Support vector networks” are the 

learning models that fall in the clas  of supervised learning models, with different 

related  learning algorithms that are used to examineinformation that is used for the 

classification & regression analysis. If we have a set of training instances, in whicheach 

example is marked as belonging to one or another of the  two classifications, then an 

SVM training algorithm constructs a model that allocates new samples to either of the 

category, which makes it a non-probabilistic binary linear classifier although some 

methods like platt scaling exists that makes it a probabilistic approach. SVM model  

represents the instances in the form of the points in a space which are mapped so that 

the specimens of distinctclasses are divided by a clear wide gap that is as much wide, as 

it can be possible. Further then, more new instances are mapped into that equivalent 

space and they are forecasted if they fit to a category based on the fact that which side 

of the gap they willfall in. 

In addition SVMs can competently carry out a non-linear classification using the kernel 

trick and implicitly mapping their inputs into the high-dimensional feature spaces. 

When the information that is present is unlabeled, then in that case supervised learning 

is unlikely to work and has no effect, and hence we require a unsupervised learning 

approach, it attempts to find a natural clustering of the data that is then grouped, and 

then it will map this freshinformation to these earlier formed groups. 

The clustering algorithm for support vectors, was firstly created by Hava Siegelmann 
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and Vladimir Vapnik, applied the whole statistics of support vectors that was 

established in the SVM algorithm, which helped to categorize unlabelled information, 

and it is one of the most extensively used clustering algorithms among all industrial 

applications. 

 

 

Fig3.14 

 

Here, H1 does not isolate the classes. H2 does, but only with a minor margin. H3 splits 

them with the maximal margin.
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Performing Machine Learning 

 

 

Sklearn is a machine learning framework. The svm is being imported for a Support 

Vector Machine classifier, cross_validation will easily let us create shuffled training and 

testing samples for classification. The neighbours that is imported is for K Nearest 

Neighbors Algorithm. Then, there is also a Voting”Classifier and RandomForest-

Classifier. The voting classifier is just what it sounds like, basically, it's a classifier”that 

will combine many classifiers, and allow them to each get a "vote" on what they think the 

class of the feature sets is. The random forest classifier is just another classifier.Used 

these three classifiers in the voting classifier. Now, the feature sets and labels are 

available, and it’s time to shuffle them, train, and then test. 

What this does, is shuffle our data (so its not in any specific order any more), and then 

create training and testing samples for prediction. Don’t try to "test" this algorithm on the 

same data that is being trained against. If that happens, chances are it would do a lot  

 

 

Fig 3.15 
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better than it would be in reality. Hence, test the algorithm on data that it has never seen 

before to see if there is actually a model that works. 

The line clf.fit() will take the X data, and fit to the y data, for each of the pairs of X's and 

y's that are present. Once that's done, it can be tested. 

If this model is indeed successful, this can be saved with pickle, and can be loaded at any 

time to feed it some feature sets and get a prediction out of it, with clf.predict, which will 

predict either a single value from a single feature set, or a list of values from a list of 

feature sets. 

 

 

 

 

 

 

 

Fig 3.16
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Chapter 4 
 

 

Results and Outputs 

 

It is noticeable from the above work that, it displays the forecasted counter spread of the 

company’s upcoming prices, and another figure shows the graph of the company at that 

particular time of year in terms to the prediction. The output shows whether a stock is in 

condition of Buy, Hold or sell. It can be understood that the data spread is generally 

saying buy the stock, it can be incorrect on the hold state bcoz the training data will never 

be flawlessly balanced forever, so apparently if the model predicted buy, then this would 

be somehow correct, which is still worthy and actually a improvedcut than it attained, & 

it still is getting the above accurateness mark of 33 percent, which is almost very good in 

a stock market. Many situations will still be there which machineries can slip out, 

supposedly this has circumstances to buy, sell or hold, and occasionally the model can be 

penalized , at a guess the model anticipated a 2 percentgrowth in the next seven days, but 

the rise only went up to 1.5 percent and went 2 percent the following day, then the model 

will forecast buy or hold,conferring to the 1.5 percent rise in the seven days & give the 

likely spread. A model can also be penalised if supposedly the rise went 2% up and then 

unexpectedly drops 2 percent low for the next day, this kind of consequences in real 

trading woul’be thoughtful, and the same goes for the model, if it turns to be 

extremelycorrect. Now,observing the spread and graph of the company notice that around 

the period of the year 2017, the company was growing in the market. So, there were truly 

more buys, which swiftlyfell in the year of 2018, but the data we extracted in the 

beginning was till 31 Dec, 2017 and it shows that at the beginning of the year, it had a lot 

of buys, henceforth 1722 out of 4527 which quickly was traded just in a short time. 

Hence a lot of sells more than the holds, the model might not be flawlessly accurate, but 

has a very close range of judgments, which can be recognized in the real trading or using 

algorithms to trade. 
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Fig 3.17 

 

 

 

 

 

 

Fig 3.18 
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Chapter 5 

 

Conclusions and Recommendation 
 

To make our prediction more efficient, it can be done by including large data sets that 

have millions of entries and could train the machine more efficiently. Different 

movements of stocks can lead to different raises or lows in the predicted price, use these 

movements to judge whether a company should be traded in or not. No training Data can 

ever be balanced, hence there are always some imbalance which can be seen in the above 

data spread, but to still predict close to an outcome will also lead to a good strategy if it 

has higher than 33% accuracy. 

 

Thus, here it can be concluded that none of the machine learning trading algorithms can 

be hundered percent efficient,and not only 100%, it will rarely be close to about 70%, but 

to achieve even an accuracy of 40% or 35% is still good enough to get a good predicted 

spread. Although maximum achieved accuracy was 39%, it was still able to closely 

predict the expected outcome and have matched against the company graph. 

It can also be determined that in a stock market,  in the context of the correlation of 

companies with each other, there’s  a possibility that some firms might not be correlated 

at all, and generally can be correlated to one another, & can help determine and analyze 

the movements of stock consequently, we can scale the correlations and understand that 

as to how much in %ages they’re correlated. 

Including enormousinformation sets, to escalate more efficiency, and in data set if had 

non assigned or absent values in tables, because of two modestexplanations either a 

particular enterprise was notreleased during that time of the year, or the information is not 

eagerlyaccessible, in both the circumstances replace the unassigned or absent values with 

0 , which is somewhat,dealer might need to modify while forming a trading approach. 
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Hereby,we can say , concluding from the above work and the research involved in it, that no 

trading algorithm can be 100% proficient.Most of the trading algorithms will generally 

never be close to even 70 percent.Though,supreme achieved accuracy was 39 percent, it 

was still able to closely foresee the anticipatedresult. To make our forecast more effective, 

it can be done by including hugeinformation sets having around millions and millions of 

items and could train the machine more capably 

Various developments of stocks can prompt various raises or lows in the anticipated 

value, utilize these developments to pass judgment on whether an organization ought to 

be traded or not. No training Data can ever be balanced, consequently there is in every 

case some imbalance which can be found in the above information spread, yet to in any 

case still predict closer to a result will likewise prompt a decent system on the off chance 

that it has higher than 33% precision. While, contriving a system merchant ought to 

dependably think to dependably have negligible unevenness while as yet being above 

33% precise. 

Also, it can be concluded that in a stock marketplace, there is a possibility that some 

enterprises might not be correlated at all, and mostly can be correlated to each other, and 

can help judge movements of stock consequently, we can scale correlations and see how 

much in %ages they are correlated. 

 

Including gigantic information sets, to build more effectiveness, and in data sets 

whenever had not assigned or absent values in tables, due to two straightforward reasons 

either a specific organization wasn't opened amid that time of the year, or the information 

isn't promptly accessible, in both the cases replace the not assigned values with 0 , which 

is something that trader should need to change while building up a trading methodology. 
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