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SUMMARY 

Objective 

To divide the network into various communities on the basis of characteristics 

Description 

As we know that data in real world is growing at a very fast pace. So it is very difficult to 

make analysis on this data which can be represented in the form of network. So to ease the 

computation or analysis of the complex network we divide the complete network into various 

communities on the basis of characteristics (i.e.   distance between the nodes, modularity of 

sub graph).  

In this project i have studied three different algorithms for community detection in a network. 

These algorithms are based on different approaches. Firstly, Walktrap algorithm which works 

on agglomerative method in which edges are added to an initially empty network starting 

with the vertex pairs with highest similarity. Second, Multilevel Algorithm which works on 

modularity optimization approach. Modularity is the measure to check the quality of the 

community which is created by the adding or removing nodes from a community. Third, 

Girvan and Newman algorithm which follows divisive methodology which attempt to find 

the least similar connected pairs of vertices and then remove the edges between them. It 

divides the network into smaller and smaller components.  
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In 1967, social psychologist Stanley Milgram performed an experiment to solve an 

unresolved hypothesis circulating in those days. The hypothesis was called the small-

world problem. The claim of the small-world phenomenon is that the world, is in a sense 

small, when viewed as a network of social acquaintances, could be reached through a 

network of friends in a only a few steps. Milgram asked a few hundred randomly selected 

people to send letters to a stock broker in Boston via intermediaries. They can send the 

letter to people they knew on first name basis. Among the letters that reached the 

destination correctly, the average path length was found to be six. This led to the phrase 

“six degrees of separation”. This experiment laid the stage for algorithmic aspects this 

new and emerging science.  

In order to make such a claim, instead of asking, “How small is our world”, one could 

ask, “What would it take for any world to be small?” In other words, we want to construct 

a mathematical model of the world in which the individuals are represented as nodes and 

relationships are represented as edges. This allows analysis using tools of mathematics. 

Imagine one has one hundred friends, each one of them also has hundred friends. So at 

one degree of separation one connects to one hundred people and at two degrees connects 

to one hundred times one hundred. Proceeding in a similar fashion, in five degrees he is 

connected to nine billion people. So if everyone has one hundred friends, then within six 

steps he can connect himself to the entire population. 

But there is one important omission in this reasoning. Chances are that one will come up 

with many of the same people in one’s friends’ network. We tend to have groups of 

friends, each of which is like a community or 2 cluster based on shared experience, 

location, or interests, joined to each other by overlaps created when individuals in one 

group also belong to other groups. This is particularly relevant, because clustering breeds 

redundancy 

As social networks gain prominence, the first obvious question that comes in observing 

these networks is: how to extract meaningful knowledge from these data? In seeking a 

response, the network structure proves to be of utmost importance. Identifying high-order 

structures within networks yields insights into their functional organization, which in turn 

contributes more knowledge while offering many possible actions, including marketing 

plans, recommendations and user interface adaptations. Community detection may 
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become a more complicated task given that social networks can be structured on many 

different levels, yet communities reduce the complexity of a network’s original graph in a 

substantial way, thus revealing its macro-structure. 

A property that seems to be common to many networks is community structure, the 

division of network nodes into groups within which the network connections are dense, 

but between which they are sparser. The ability to find and analyze such groups can 

provide invaluable help in understanding and visualizing the structure of networks.  

The study of community structure in networks has a long history. It is closely related to 

the ideas of graph partitioning in graph theory and computer science. 

 

Fig 1: A small network with community structure. In this case there are three 

communities, denoted by the dashed circles, which have dense internal links but between 

which there are only a lower density of external links. 

Graph partitioning is a problem that arises in, for example, parallel computing. Suppose 

we have a number n of intercommunicating computer processes, which we wish to 

distribute over a number g of computer processors. Processes do not necessarily need to 

communicate with all others, and the pattern of required communications can be 

represented by a graph or network in which the vertices represent processes and edges 

join process pairs that need to communicate. The problem is to allocate the processes to 

processors in such a way as roughly to balance the load on each processor, while at the 

same time minimizing the number of edges that run between processors, so that the 

amount of interprocessor communication (which is normally slow) is minimized. 
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In general, finding an exact solution to a partitioning task of this kind is believed to be an 

NP-complete problem, making it prohibitively difficult to solve for large graphs, but a 

wide variety of heuristic algorithms have been developed that give acceptably good 

solutions 

A solution to the graph partitioning problem is however not particularly helpful for 

analyzing and understanding networks in general. If we merely want to find if and how a 

given network breaks down into communities, we probably don’t know how many such 

communities there are going to be, and there is no reason why they should be roughly the 

same size. Furthermore, the number of inter-community edges needn’t be strictly 

minimized either, since more such edges are admissible between large communities than 

between small ones. 
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1.1 Problem Statement 

 

What I supposed to do? 

 

As social networks gain prominence, the first obvious question that comes in mind in 

observing these networks is: how to extract meaningful knowledge from these data? 

 

As we discussed earlier, the increasing complexity of the graph while analyzing. So 

finding the communities reduces the complexity of a network’s original graph. So I have 

implemented an algorithm for community detection to solve the above mentioned 

problem. 
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1.2 Motivation 
 

With the increase in communication bandwidth and the shrinking of distances, it has 

become increasingly possible for the formation and working together of various 

communities of interest with significant reduction in time and cost. Understanding the 

formation of such groups and sustenance of them has become a topic of great interest in 

recent times. The growth of Internet and computer mediated communications such as 

emails, newsgroups, online discussion forums, Internet Relay Chats have revolutionized 

the formation of such communities of interest. Weblogs and numerous social networking 

websites like Facebook, Orkut, and so on are a recent addition to the repertoire of 

computer mediated communications. Social Networking web services are internet 

applications that help connect friends, business partners or just about any one by 

allowing users to have profiles, blogs, interact with others, join or create communities 

and much more. This revolution in communication has shifted the techniques for 

understanding such dynamics from social and psychological perspectives to the domain 

of computer science. Social Network Analysis using such techniques has become a 

powerful tool for such analysis. 
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2.1)Definitions: 

2.1.1)Social Network Analysis 

Social network analysis (SNA) is a set of research procedures for identifying structures in 

systems based on the relations among actors. Grounded in graph and system theories, this 

approach has proven to be a powerful tool for studying networks in physical and social 

world. SNA focuses on relations and ties in studying actor’s behavior and attitudes. Thus 

the positions of actors within a network and the strength of ties between them become 

critically important. Social position can be evaluated by finding the centrality of a node 

identified through a number of connections among network members. Such measures are 

used to characterize degrees of influence, prominence and importance of certain 

members. Tie strength mostly involves closeness of bond. There is general agreement that 

strong ties contribute to intensive resource exchange and close communities, whereas 

weak ties provide integration of relatively separated social groups into larger social 

networks. 

Properties of Social Networks 
Properties that seem to be common to many networks: the small-world property, Right-

skewed distributions, and network transitivity.  

Small world effect is the average distance between vertices in a network scaling 

logarithmically with the total number n of vertices.  

Right-skewed degree distribution is another property that many networks possess. The 

degree of a vertex in a network is the total number of other vertices to which it is 

attached, and it was found that vertices in a network possess low degree and a few 

vertices with high degree, the precise distribution follows exponential form. 

A third property that many networks follow is network transitivity, which suggests that if 

two vertices that both are neighbors of the same third vertex have a more probability of 

also being neighbors of each other. This is similar to the fact that if two of your friends 

will have a higher probability of knowing each other than two people chosen at random 

from the population, on basis of their common acquaintance with you. 
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2.1.2) Unipartite and Bipartite graphs 

A graph is a representation of a set of objects called vertices, some of which are 

connected by links. Object connections are depicted by links, also called edges. Such a 

mathematical structure may be referred to as a unipartite graph. A good example of this 

type of graph is the well-known Zakary Karate club . 

A special case of this graph is known as the bipartite graph, i.e. whose vertices can be 

divided into two disjoint sets A and B such that the edges only connect one vertex in A to 

one in B, in considering that A and B are independent sets. Vertices of A are not 

connected to any other vertices within A, and the same applies for B. For example, let A 

be a set of individuals and B a set of photos showing these same individuals. 

2.1.3) Hypergraph 

A hypergraph H is a pair (V, E) where V = v1, v2, ..., vn is a non-empty (usually limited) 

set and E = E1, E2, ..., Em is a family of not empty subsets of V. The elements of V are 

the vertices of H. The elements of E are the edges (also called hyperedges) of H. A set of 

social communities can be viewed as a hypergraph whose vertices are the individuals and 

whose hyperedges are the communities. 

In the field of community detection seek to partition individuals into communities, i.e. 

non-intersecting hyperedges. 
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2.1.4)Galois lattice 

Freeman was the first to use Galois lattices in order to represent network data. The 

underlying assumption is that individuals sharing the same subset of properties define a 

community. The approach adopted consists of the following: objects, attributes and the 

set of relations between objects and attributes 

This set of relations can then be represented by a binary bi-adjacency matrix, whereby 

objects o are the columns, attributes a are the rows and a “1” is placed at the cell 

corresponding to a pair (oi, aj) if oi possesses aj . A maximum subset of objects that 

contain a subset of attributes is defined as a “concept”, i.e. a group of objects for which 

the addition or removal of an attribute changes its constitution. All objects of a concept 

then form the “extent” and all attributes of a concept give rise to the “intent”. A partial 

order is applied to concepts and serves to establish a hierarchy. According to the 

definition of Galois hierarchies, an object can appear in all the concepts where it can 

share the same set of attributes with other objects belonging to other concepts.  

 

 

Fig 2: Example of a Galois lattice in which several individuals are sharing several photos. 
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2.1.5) Modularity 

Modularity is a measure of strength of sub graph of a network into communities. Networks 

with high modularity will have a compact structure among the nodes of the same community 

but sparse connections between nodes in different communities. 

Modularity measures the capacity of a given graph partition to yield the densest groups. 

 

Modularity of a sub graph can be calculated as below  

 

 M=1/(2m) * ∑Aij-(ki*kj)/(2m)) δ(ci,cj)  

 

If ci=cj      then   δ(ci,cj) =1   

Else   δ(ci,cj) =0   

 

m=1/2 ∑ij Aij  

Aij – weight of edge between node i and node j 

ki – sum of weight of edges attached to vertex i  

Ci – community 

  

This formula has mainly been used in order to measure the ability of a community detection 

algorithm to obtain a satisfactory partition of a given graph. 
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2.2) Algorithms for Community Detection 

     2.2.1) Walktrap Algorithm 

This approach is based on the following:  

Random walks on a graph tend to get “trapped” into densely connected parts 

corresponding to communities.  

In discrete random walk process on the graph G, at each time step a walker is on a vertex 

and moves to a vertex chosen randomly and uniformly among its neighbors. At each 

step, the transition probability from vertex i to vertex j is Pij = Aij/d(i). The probability 

of going from i to j through a random walk of length t is (Pt)ij . 

It satisfies two properties of the random walk process 

Property 1: When the length t of a random walk starting at vertex i tends towards infinity, 

the probability of being on a vertex j only depends on the degree of vertex j. 

Property 2: The probabilities of going from i to j and from j to i through a random walk 

of a fixed length t have a ratio that only depends on the degrees d(i) and d(j) 

In order to group the vertices into communities, we will use distance r as a parameter 

between the vertices that captures the community structure of the graph. This distance 

must be large if the two vertices are in different communities, and on the contrary if they 

are in the same community it must be small. 

To compare two vertices i and j using these data, we must notice that: 

 If two vertices i and j are in the same community, the probability Pt ij will surely be 

high. But the fact that Pt ij is high does not necessarily imply that i and j are in the 

same community. 

 The probability Pt ij is influenced by the degree d(j) because the walker has higher 

probability to go to high degree vertices. 

 Two vertices of a same community tend to “see” all the other vertices in the same 

way. Thus if i and j are in the same community, then Ptik    = Ptjk 
 

The distance between two nodes can be found out by the help of following formula 

rij = (√∑(Ptik - Ptjk)2)/d(k) 

rij is the distance between the node i and node j 

Ptij is the probability of going from 1 node to other in t steps 

d(i)= number of adjacent neighbors 
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The probability can be found out by given formula 

Pij = Aij/d(i) 

Aij = 0 or 1 depending on whether the edge is present between the nodes 

d(i)= number of adjacent neighbors 

Algorithm 

Start from a partition P1 = {{v}, v � V } of the graph into n communities reduced to a single 

vertex. We first compute the distances between all adjacent vertices. Then this partition 

evolves by repeating the following operations. At each step k: 

 Choose two communities C1 and C2 in Pk(partition k) according to the distance 

between the communities 

 Merge these two communities into a new community C3 = C1 ∪ C2 and create the 

new partition: Pk+1 = (Pk \ {C1,C2}) ∪ {C3} 

 update the distances between adjacent communities  

After  n − 1 steps, the algorithm finishes and we obtain Pn = {V }. Each step defines a 

partition Pk of the graph into communities, which gives a hierarchical structure of 

communities. This structure is a tree in which the leaves correspond to the vertices and each 

internal node is associated to a merging of communities in the algorithm: it corresponds to a 

community composed of the union of the communities corresponding to its children. 

Choosing the communities to merge 

We will only merge adjacent communities (having at least an edge between them). Moreover 

it ensures that each community is connected. 

Two communities will merge according to Ward’s method. At each step k, we   merge the 

two communities that minimize the mean σ k of the squared distances between each vertex 

and its community. 

σ k = 1/n∑ C ∈ Pk ∑ i ∈C   r2
ic 

 

Evaluating the quality of a partition  

Quality of partition can be measured using the given formulae 

Q(P) = ∑ C ∈ P   eC   – a2
C   

 
Where,    
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 eC  is fraction of edges inside community C 

aC is fraction of edges bound to community C 

The best partition is then considered to be the one that maximizes Q. 

Complexity of walktrap algorithm is O(mn2) where m is number of edges and n number of 

vertices. 
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2.2.2) Multilevel Algorithm 

 
This algorithm is based on modularity optimization in short time and that unfolds a 

complete hierarchical community structure for the network. The quality of the partitions  

detected is very good, as measured by the so-called modularity. 

 

This algorithm is based on following two phases that are repeated iteratively: 

i) Modularity is optimized by allowing only local changes of communities 

A different community is assigned to each node of the network. So, in this initial 

partition there are as many communities as there are nodes. Then, for each node i the 

neighbours j of i is choosen and we evaluate the gain of modularity that would take place 

by removing i from its community and by placing it in the community of j. The node i is 

then placed in the community for which this gain is maximum. but only if this gain is 

positive. If no positive gain is possible, i stays in its original community. This process is 

applied repeatedly and sequentially for all nodes until no further improvement can be 

achieved. 

This first phase stops when a local maxima of the modularity is attained, i.e., when no 

individual move can improve the modularity. The ordering of choosing the nodes can 

influence the computation time.  

The gain in modularity Δ Q obtained by moving an isolated node i into a community C 

can easily be computed by: 

 

     Δ Q = [ ((∑in+k i, in )/2m)-( (∑tot + k i )/2m)2] -   

     [(∑in/2m) - (∑in/2m)2 – (k i/2m)2 ] 

 

Where ∑in is the sum of the weights of the links inside C, ∑tot is the sum of the weights of 

the links incident to nodes in C, ki is the sum of the weights of the links incident to node i, k 

i,in is the sum of the weights of the links from i to nodes in C and m is the sum of the weights 

of all the links in the network.  

A similar expression is used in order to evaluate the change of modularity when i is removed 

from its community. One therefore evaluates the change of modularity by removing i from its 

community and then by moving it into a neighboring community. 
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ii) Found communities are aggregated in order to build a new network  

The weights of the links between the new nodes are given by the sum of the weight of the 

links between nodes in the corresponding two communities. Links between nodes of the same 

community lead to self-loops for this community in the new network. 

Once this second phase is completed, it is then possible to reapply the first phase of the 

algorithm to the resulting weighted network and to iterate. It is denoted by ”pass” a 

combination of these two phases. By construction, the number of meta-communities 

decreases at each pass, and as a consequence most of the computing time is used in the first 

pass. The passes are iterated until there are no more changes and a maximum of modularity is 

attained. 

Advantages 
1. First, its steps are intuitive and easy to implement, and the outcome is unsupervised  

2. The algorithm is extremely fast, i.e., computer simulations on large ad-hoc modular 

networks suggest that its complexity is linear on typical and sparse data. As the 

number of communities decreases drastically after just a few passes so that most of 

the running time is concentrated on the first iterations. 

But this algorithm fails to identify communities smaller than a certain scale, thereby inducing 

a resolution limit on the community detected by a pure modularity optimization approach. 

 

Fig 3: Visualization of steps of multilevel algorithm.  
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 2.2.3) Girvan and Newman 

Algorithms fall into two broad classes, agglomerative and divisive, depending on whether 

they focus on the addition or removal of edges to or from the network.  

In an agglomerative method, similarities are calculated by one method or another between 

vertex pairs, and edges are then added to an initially empty network (n vertices with no 

edges) starting with the vertex pairs with highest similarity. The procedure can be halted at 

any point, and the resulting components in the network are taken to be the communities. 

Agglomerative methods based on a wide variety of similarity measures have been applied to 

different networks. Some networks have natural similarity metrics built in.  

For example, in the widely studied network of collaborations between film actors in which 

two actors are connected if they have appeared in the same film, one could quantify similarity 

by how many films actors have appeared in together. 

Agglomerative methods have their problems. One concern is that they fail with some 

frequency to find the correct communities in networks were the community structure is 

known, which makes it difficult to place much trust in them in other cases. Another is their 

tendency to find only the cores of communities and leave out the periphery. The core nodes 

in a community often have strong similarity, and hence are connected early in the 

agglomerative process, but peripheral nodes that have no strong similarity to others tend to 

get neglected. There are a number of peripheral nodes whose community membership is 

obvious to the eye—in most cases they have only a single link to a specific community— but 

agglomerative methods often fail to place such nodes correctly. 

 
FIG 4: Agglomerative clustering methods are typically good at discovering the strongly 

linked cores of communities (bold vertices and edges) but tend to leave out peripheral 

vertices, even when most of them clearly belong to one community or another. 
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In a divisive method, we start with the network of interest and attempt to find the least similar 

connected pairs of vertices and then remove the edges between them. By doing this 

repeatedly, we divide the network into smaller and smaller components, and again we can 

stop the process at any stage and take the components at that stage to be the network 

communities. Rather than looking for the most weakly connected vertex pairs, our approach 

will be to look for the edges in the network that are most “between” other vertices, meaning 

that the edge is, in some sense, responsible for connecting many pairs of others. Such edges 

need not be weak at all in the similarity sense. 

 

This algorithm belongs to the category of divisive algorithms. Its underlying principle calls 

for removing the edges that connect different communities. In the algorithm, several 

measures of edge centrality are computed, in particular the so-called intermediate centrality, 

whereby edges are selected by estimating the level of edge importance based on these 

measures. As an illustration, intermediate centrality is defined as the number of shortest paths 

using the edge under analysis. 

 

Features  

This Girvan and Newman algorithm shares two definitive features:  

1) They involve iterative removal of edges from the network to split it into communities, the 

edges removed being identified using one of a number of possible “betweenness” measures 

and these measures are recalculated after each removal.  

2) The inclusion of a “recalculation step” in the algorithm 

 

If Girvan and Newman were to perform a standard divisive clustering based on edge 

betweenness then they would calculate the edge betweenness for all edges in the network and 

then remove edges in decreasing order of betweenness.  

However, once the first edge in the network is removed in this algorithm, the betweenness 

values for the remaining edges will no longer reflect the network as it now is. This can give 

rise to unwanted behaviors. For example, if two communities are joined by two edges, but, 

for one reason or another, most paths between the two flow along just one of those edges, 

then that edge will have a high betweenness score and the other will not. An algorithm that 

calculated betweennesses only once and then removed edges in betweenness order would 

remove the first edge early in the course of its operation, but the second might not get 
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removed until much later. Thus the obvious division of the network into two parts might not 

be discovered by the algorithm. In the worst case the two parts themselves might be 

individually broken up before the division between the two is made. The solution is that they 

simply recalculate betweenness measure after the removal of each edge. This certainly adds 

to the computational effort of performing the calculation, but its effect on the results is so 

desirable that they consider the price worth paying. 

 

 

 

Algorithm  

Calculate the betweenness for all edges in the network.  

1. Remove the edge with the highest betweenness.  

2. Recalculate betweenness for all edges affected by the removal. 

3. Repeat from step 2 until no edges remain. 

 

The procedure of link removal ends when the modularity of the resulting partition reaches a 

maximum. 

The recalculation step is the most important feature of the algorithm, as far as getting 

satisfactory results is concerned. This measure appears to work well and is the quickest to 

calculate, it can be calculated for all edges in time O(mn), where m is the number of edges in 

the graph and n is the number of vertices. 

 

The betweenness between the two nodes can be calculated by using the formula 

CB (v) = ∑s,t∈ V  σ(s,t|e)/σ(s,t) 

  

s is the source node 

t is the destination node 

σ(s,t) is the number of shortest paths between pairs of nodes 

σ(s,t|e) is the number of shortest paths between pairs of nodes that pass through the link 
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2.3) Applications 

Communities in a network might represent real social groupings, perhaps by interest or 

background; communities in a citation network might represent related papers on a single 

topic; communities in a metabolic network might represent cycles and other functional 

groupings; communities on the web might represent pages on related topics; hidden 

communities might represent potential suspicious activity. Being able to identify these 

communities could help us understand and exploit these networks more effectively. 

 

Medical science: Suppose we have found formula to cure a particular type of infection. So 

we can apply community detection on the database of the patients to group together patients 

having same type of symptoms. We can give same cure to each of these patients. 

 

Recommender systems development: In this people having common school, interests, 

friends and many more can be grouped together in the same community. This community 

result must be used by recommender system while recommending friends or pages to others. 

 

Knowledge Management and Collaboration: SNAs can help locate expertise, seed new 

communities of practice, develop cross-functional knowledge-sharing, and improve strategic 

decision-making across leadership teams.  

 

Team-building: SNAs can contribute to the creation of innovative teams and facilitate post-

merger integration. SNAs can reveal, for example, which individuals are most likely to be 

exposed to new ideas. 

  

Human Resources: SNAs can identify and monitor the effects of workforce diversity, on-

boarding and retention, and leadership development. For instance, an SNA can reveal 

whether or not mentors are creating relationships between mentees and other employees.  

 

Strategy: SNAs can support industry ecosystem analysis as well as partnerships and 

alliances. They can pinpoint which firms are linked to critical industry players and which are 

not. 
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Chapter 3: Simulation 
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3.1) Rstudio  

RStudio IDE is a powerful and productive user interface for R, a programming language for 

statistical computing and graphics.. It’s free and open source. 

It is a GNU project which was developed at Bell Laboratories (formerly AT&T, now Lucent 

Technologies) by John Chambers and colleagues. 

 Some of its features include: 

1) Customizable workbench with all of the tools required to work with R in one place 

(console, source, plots, workspace, help, history, etc.). 

2) Syntax highlighting editor with code completion. 

3) Execute code directly from the source editor (line, selection, or file). 

4)  Runs on all major platforms (Windows, Mac, and Linux) and can also be run as a 

server, enabling multiple users to access the RStudio IDE using a web browser. 

It supports file with .r extension. R provides a wide variety of statistical (linear and nonlinear 

modeling, classical statistical tests, time-series analysis, classification, clustering) and 

graphical techniques. 

 

Fig 5: RStudio 
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3.2) Input 

Zachary graph:  

Over the course of two years in the early 1970s, Wayne Zachary observed social interactions 

between the members of a karate club at an American university. He constructed networks of 

ties between members of the club based on their social interactions both within the club and 

away from it. By chance, a dispute arose during the course of his study between the club’s 

administrator and its principal karate teacher over whether to raise club fees, and as a result 

the club eventually split in two, forming two smaller clubs, centered around the administrator 

and the teacher.  

It is an undirected and unweighted graph. It consists of 34 vertices and 78 edges. 

  

Fig 6: A network structure extracted from Zachary’s observations before the split. 
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3.3) Output 

Walktrap 

 

Fig 7: Output of walktrap algorithm using RStudio with Zachary graph as input 

• Modularity in case of walktrap = 0.3532216  

Multilevel 

 

Fig 8: Output of multilevel algorithm using RStudio with Zachary graph as input 

• Modularity in case of multilevel= 0.4188034  
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 Girvan and Newman 

 

Fig 9: Output of Girvan and Newman algorithm using RStudio with Zachary graph as 

input 

• Modularity in case of Girvan and Newman= 0.3717949 

 

More is the modularity, better will the strength of the community and more compact or highly 

dense will be the structure. 
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Chapter 4: CODE IMPLEMENTATION 

 

 

 

 

 

 

 

 

 

 

 



32 
 

4.1) Code  

import networkx as nx 

import math 

import numpy 

import csv 

import random as rand 

import sys 

 

def buildG(G, file1, delimiter_): 

    reader = csv.reader(open(file1), delimiter=delimiter_) 

    for line in reader: 

        if float(line[2]) != 0.0: 

            G.add_edge(int(line[0]),int(line[1]),weight=float(line[2])) 

def edgbtw(G): 

    init_ncomp = nx.number_connected_components(G)   

    ncomp = init_ncomp 

    while ncomp <= init_ncomp: 

        bw = nx.edge_betweenness_centrality(G)     

        max_ = 0.0 

        for k, v in bw.iteritems(): 

            _BW = float(v)/float(G[k[0]][k[1]]['weight'])        

            if _BW >= max_: 

                max_ = _BW 
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        for k, v in bw.iteritems(): 

            if float(v)/float(G[k[0]][k[1]]['weight']) == max_: 

                G.remove_edge(k[0],k[1])   

        ncomp = nx.number_connected_components(G)    

def GetModularity(G, deg_, m_): 

    New_A = nx.adj_matrix(G) 

    New_deg = {} 

    New_deg = UpdateDeg(New_A) 

    comps = nx.connected_components(G)         

    print 'no of comp: %d' % len(comps) 

    Modu = 0   

    for c in comps: 

        EWC = 0   

        RE = 0    

        for u in c: 

            EWC += New_deg[u] 

            RE += deg_[u]         

        Modu += ( float(EWC) - float(RE*RE)/float(2*m_) ) 

    Modu = Modu/float(2*m_) 

    return Modu 

 

def UpdateDeg(A): 

    deg_ = {} 
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    n = len(A) 

    for i in range(n): 

        deg = 0.0 

        for j in range(n): 

            deg += A[i,j] 

        deg_[i] = deg 

    return deg_ 

def newmang(G, Orig_deg, m_): 

       BestQ = 0.0 

    Q = 0.0 

    while True:     

        edgbtw(G) 

        Q = GetModularity(G, Orig_deg, m_); 

        print "current modularity: %f" % Q 

        if Q > BestQ: 

            BestQ = Q 

            Bestcomps = nx.connected_components(G)     

            print "comps:" 

            print Bestcomps 

        if G.number_of_edges() == 0: 

            break 

    if BestQ > 0.0: 

        print "Best Q: %f" % BestQ 
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        print Bestcomps 

    else: 

        print "Best Q: %f" % BestQ 

def main(argv): 

    if len(argv) < 2: 

        sys.stderr.write("Usage: %s <input graph>\n" % (argv[0],)) 

        return 1 

    graph_fn = argv[1] 

    G = nx.Graph()   

    buildG(G, graph_fn, ',') 

   n = G.number_of_nodes()     

    A = nx.adj_matrix(G) 

    m_ = 0.0 

    for i in range(0,n): 

        for j in range(0,n): 

            m_ += A[i,j] 

    m_ = m_/2.0 

    print "m: %f" % m_ 

  Orig_deg = {} 

    Orig_deg = UpdateDeg(A) 

    newmang(G, Orig_deg, m_) 

if __name__ == "__main__": 

    sys.exit(main(sys.argv)) 
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4.2) Output: 

 

Fig 10 a: Output of Girvan and Newman implementation  
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Fig 10 b: Output of Girvan and Newman implementation  
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Fig 10 c: Output of Girvan and Newman implementation  
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Fig 10 d: Output of Girvan and Newman implementation  
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CONCLUSION 

 
From all the three algorithms i.e. Walktrap, Multilevel, Girvan and Newman it can be 

concluded that if we want to maximize the modularity of the communities then we should use 

Multilevel algorithm for community detection. It has also one more advantage of linear 

complexity. But this algorithm fails to identify communities smaller than a certain scale.  

In my opinion, Girvan and Newman is the better algorithm because of many reasons. Firstly, 

it uses divisive approach which is mainly focused on finding the least similar connected pairs 

of vertices and then remove the edges between them. By doing this repeatedly, we divide the 

network into smaller and smaller components. Secondly, it has complexity of O(mn) where m 

represents edges and n represents nodes. Third, it is able to identify all the possible 

communities. Fourth, it can optimally run with billions of nodes as it reduces the network 

into smaller ones at every iteration. 
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