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[CO1] I3 Marks]

Q.3 How Bayes theorem is helpful to mlmméed ‘erfor in classification? Derived the
expression for minimum error rate classifier w!;ile éﬁnsidiéring that, given samples may belongs
from either class w, or class w,. [CO2, CO31 3 Marks]

Q.4 Consider the 3- eét;;fs_:_having two class (w,, and wy). Find the weight

vector when p(w,) =05 and p( 0. 5. Consider Pi=08and q; = 05for; = 1,2,3.
[CO4] 13 Marksj

Q.5. In PR, multivar‘iabl:;S}dﬁss@n',':Distn'bution function is employed. Consider 3 feature vector

.
X which has two attributes.x, "and Xz 88 =1 ' The variables x,; and X, having mean My and u,
i x2

ﬁmctiyggi_ an&showtheeffect on locaii of PDF for the following cases:

a)Samples are Eﬁgépendent identically distributed and of = of

b)SampIesére independent identically distributed and of # 6.

c) Sampl;s are not independent identically distributed anq of # g} [COL, CO2j 4 Marks]

Explain any one estimation technique. [CO3] 4 Marks)



w, and data belongs t0 these two classes are as follows:
O3\ (&Y (N (4

o {§)-()- () (6))

o+ {()(5)-C) ()

Find out the equation for quadratic classifier for the
dary between two classes @y and wy. .-

Q.7 Consider the two class @, and

Assume p(w,) = 0.5 and p{wz) = 0.5.
given data sets and show the decision boun:




