
Chapter 11
An Efficient Approach for Phishing
Detection using Machine Learning

Ekta Gandotra and Deepak Gupta

1 Introduction

Due to the availability of Internet at low price, people are shifting to online platforms
instead of visiting banks, shops, etc. Attackers are taking advantage of this fact and
trying to find their victims online to make money instead of taking risks to rob
banks/shops, etc. They are making use of various attacks like phishing to steal the
passwords, credit card details, etc., by misleading users to visit malicious and fake
websites.

Phishing attack is one of the top security threats on the Internet today. Attackers
tend to gather victims’ confidential information using fake websites. According to
Anti-Phishing Working Group [1], the trend of phishing attacks is increasing every
year and 138,328 phishing pages were informed in 2018, 4th quarter. It causes a lot
of financial losses. On the basis of the cases informed to Federal of Investigation [2],
there occurred a loss of around $48 million in USA in the year 2018. In addition,
phishing attacks are also becoming the top delivery method of malware [3–5]. A
recent report of Microsoft security intelligence [6] reported that in 2018, phishing
attack was the top web attack.

In year 2013, South Korea faced a phishing attack, in which 3 banks and 3 media
companies were compromised [7]. This attack involved stealing passwords and was
spread to more than 32,000 machines. In December 2014 [8], the cyber attackers
were able to get the data of 80 million customers of Anthem Healthcare. The recent
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worldwide lockdown due to novel coronavirus (COVID-19) epidemic has forced
many employees to work from home where they do not have cybersecurity resources
as they usually have in their offices.Moreover, due to the infectious nature of the virus,
there is anxiety among the people over any online information related to coronavirus.
The attackers are exploiting these facts to perform phishing attacks through emails or
fake websites with the aim of making money. Threat Analysis Group [9] of Google
has identified attacker groupswho are using subject asCOVID-19 to attemptmalware
and phishing attacks.

There exist various tools [10–12] which attackers use to duplicate a website in
order to create a phishing website. Sometimes, the websites designed in such a way
are identified by anti-phishing tools because of the website’s elements such as copy-
right, anchor link, logo or keywords of the genuine websites. There are various
approaches for detection of phishing websites which are having their own pros
and cons. Signature-based method is the most popular method used for detecting
phishing webpages. This method maintains a database of blacklisted websites which
consists of a list of phishing webpages. Any newly requested webpage is checked
against this database to identify whether it is phished. Two of the important black-
listed databases are PhishTank [13] and Google Safe Browsing (GSB) [14]. This
approach fails to identify the newly generated phishing websites which have not
been added to the database. In case of heuristic approach, the webpage is analyzed
to come up with discriminating features like process creation, page redirection,
etc. [15]. However, this approach is resource-intensive. Another approach used
to detect phishing websites is visual-based approach [16] in which a database of
images, logos, text formatting, HTML tags, etc., is created. But this method is highly
time-consuming.

Recently, researchers have started to employ machine learning and computational
[17] based methods for identifying phishing websites. In this method, different types
of features pertaining to phished and benignwebsites are extracted, and subsequently,
these are used for training purpose to build the classification models. The efficiency
and performance of such methods depend on the classification algorithms, number
of training examples, and the feature set. Keeping the classification models and the
number of training examples apart, considering a large and variety of features helps in
enhancing the performance of classification models. However, it takes more time for
model building which hampers the timely detection of phishing websites. Therefore,
an appropriate set of features should be selected to build the classification models in
less timewithout compromising the accuracy.Keeping this point inmind, this chapter
aims to present a study on the role of feature selection methods in detecting phishing
webpages. Consequently, a comparative analysis is performed on the performance
of machine learning algorithms without and with feature selection.

To carry out the study, this chapter is structured as follows. Section 2 presents the
recent research work in classifying the phishing webpages using machine learning
techniques. Section 3 explains the methodology used in carrying out this study.
Section 4 analyzes and discusses the experimental results. Section 5 provides
conclusion and future scope.
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2 Related Work

This section presents the recent research work pertaining to classification of phishing
websites using machine learning algorithms.

Tan et al. [18] presented amethod named PhishWHO for the detection of phishing
websites in three stages. In first stage, the keywords are extracted from the websites
(using N-gram method). In second stage, these keywords are used in a search engine
to find the name of target domain. Finally, in the last stage, they used a matching
system for detecting the legality of the website.

An image-based approach was proposed by Chiew et al. [19] for the detection
of malicious websites. They extracted the logo and fed it into Google image search
engine to check the identity of the website. They compared the webpage query with
the domain name returned by Google for distinguishing a phishing webpage from
the benign one. Experiments were conducted to prove the usefulness of the proposed
method.

In [20], the authors analyzed various features of phishingwebpages and shortlisted
themost important 19 features.After extracting these 19 features from the source code
of webpage, they used support vector machine (SVM), random forest (RF), neural
network, logistic regression, and Naïve Bayes (NB) for classification of phishing
webpages and obtained around 99% accuracy.

Rao and Pais [21] proposed a method which is based on human behavior while
they get exposed to malicious webpages. This human behavior of feeding the fake
credentials is automated with an additional step of applying heuristic filtering. They
were able to get an accuracy of 96.38% using this approach.

In [22], the authors proposed a real-time system that makes use of the features
pertaining to natural language processing (NLP). They used seven different machine
learning algorithms for the classification of phishing and benign webpages. They
tested their proposed system on a self-created dataset. Their results showed that
RF with features based on NLP provides the best accuracy while classifying the
webpages.

Xiaoqing et al. [23] presented an automatic intelligent system for the detection of
phishing webpages. They analyzed the features of uniform resource locator (URL)
and used NB for classification. In case of suspicious webpages, it is parsed and re-
classified by using SVM. Through their results, they claim that the system gives high
accuracy of detection in less time.

A similar approachwas used in [24]. The authors presented amethodwhich used a
combination of SVM and decision tree model. SVM is used for training purpose and
decision tree is used to generate the rules for detecting phishing websites targeting
the banking domain.

“Cantina + ” [25] approach was used as an extension of “Cantina” [26] (based
on textual content of a webpage and term frequency-inverse document frequency
algorithm) where additional features were used to detect the phishing webpages. In
this approach, the authors used eight features. They used search engines, document
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object model, and the services from the third party along with machine learning
algorithms for the detection of phishing webpages.

Joshi et al. [27] proposed a system which selected important URL features
and machine learning algorithms for the detection and classification of phishing
webpages. They concluded that ReliefF and RF algorithms worked well than other
combinations.

Wu et al. [28] presented a phishing detection tool that is developed by combining
the URL of the webpage and its source code. They used Levenshtein method for
computing the string similarity and SVM as a machine learning model in their
proposed system for detection of phishing webpages.

Zamir et al. [29] analyzed the features of phishing data by using features selection
methods. They proposed two features by combining various attributes. They used
various machine learning and stacking techniques for detecting phishing webpages.

Almseidin et al. [30] presented a study where they employed various machine
learning algorithms and features selection methods to improve the efficiency of their
system. The experiments conducted on a phishing dataset of 48 features containing
5000 benign and 5000 phishing webpages. They concluded that RF algorithm with
only 20 features gives the best accuracy.

Yerima and Alzaylaee [31] presented an approach based on deep learning for
detecting phishing webpages. They used convolutional neural networks (CNN) for
this purpose and evaluated on a dataset consisting of 6,157 genuine and 4,898
phishing websites. They compared their results with traditional machine learning
algorithms and concluded that their approach using CNN gives much better results
than conventional machine learning algorithms.

Basnet and Doleck [32] proposed a heuristic approach using URL-based features.
Experiments were carried out on a dataset containing 138 features which were
extracted from 31,000 malicious and 16,000 phishing webpages. These 138 features
belong to four groups, namely search engine, reputation, lexical, and keyword-based.
They used seven different machine learning algorithms for classification purpose.
Random forest achieved the best accuracy.

Recently, due to the growth ofmultimedia systems [33, 34], there is an exponential
growth in cyber-attacks. In order to protect the digitalmedia, there is a need to develop
the techniques to prevent their unauthorized distribution [35]. These involve digital
signatures and water marking. A lot of research is being reported by the researchers
on authentication of the content [36, 37].

From the literature, it is found that the research community has worked on
improving the classification accuracy by considering a variety of large number of
features for the classification of phishing webpages. However, it seems that there is
less focus on the problem related to the building time of any classification model
without compromising the accuracy. This chapter offers a study which compares
the classification performance and efficiency of detecting phishing webpages using
various machine learning algorithms without and with feature selection. It makes use
of information gain method for selecting an appropriate set of features.
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Fig. 1 Workflow of methodology used for proposed phishing detection system

3 Methodology Used

This section provides a description of the methodology used for discriminating
benign webpages from the malicious ones. Figure 1 demonstrates the proposed
design of phishing detection system. After downloading a suitable dataset, eight
machine learning-based algorithms are employed to classify the phishing webpages.
Afterward a feature selection method is deployed to choose top rank features. These
selected features are then deployed to classify thewebpages. Subsequently, the exper-
imental results are compared by considering building time and performance of the
models—before and after feature selection. The detailed steps of the proposed system
are described in the following sub-sections.

3.1 Data Acquisition

Dataset used in this study is downloaded from [38, 39]. It is composed of 30 features
(other than index and class label) extracted from 6157 legitimate and 4898 phishing
webpages. Benign webpages are collected fromAlexa [40] while phishing webpages
are taken from PhishTank. This dataset is chosen in the present study because it is
the most recent dataset available in the public domain.

3.2 Classification before Feature Selection

In this work, we have used a free datamining tool—Waikato Environment forKnowl-
edge Analysis (WEKA), version 3.8.4 for Windows Operating System [41]. We
used eight machine learning classifiers, namely IB1, NB, J48, AdaBoost, decision
table (DT), bagging, RF, and sequential minimal optimization (SMO) for classifying
phishing webpages. In this step, all 30 features present in the original dataset are used
for constructing the classification models. A brief description of these algorithms is
given below:

• IB1 is a classifier that stores the training data and starts building the classification
model only when it gets the test data. Due to this reason, it is also known as lazy
learner. It is based on nearest-neighbor classifier which makes use of a similarity
measure, i.e., Euclideandistance tofind the training examplewhich is closest to the
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specified test data. Euclidean distance between two points having coordinates (x,
y) and (a, b) is computed by using the equation given below.

Dist((x, y), (a, b)) =
√
(x − a)2 + (y − b)2

• NB method is originated from Bayes’ theorem with Naïve independent conven-
tions. It predicts the probability of an instance of a dataset belonging to a specific
class. The posterior probability of a class c, given attribute x, is computed by using
the equation mentioned below.

P(c|x) = P(x |c)P(c)
P(x)

where P(x |c) represents the probability of attribute x given its class c. P(x) and
P(c) are the prior probabilities of attribute x and class c respectively.
J48 [42] is a WEKA classification package of C4.5. It builds the decision tree
based on the labeled training data using the concept of entropy.
Themain aimof adaptive boosting (AdaBoost) [43] is to transformagroupofweak
classifiers into a strong classifier. It is a weighted grouping of weak classifiers.
It assigns equal weights to all the examples in the dataset. Then the weights of
wrongly classified instances are modified. At last, weighted mean of all weak
classifiers is considered to take the final decision about the class of an instance.
DT is a type of classifier in which specific features are selected while performing
the learning process. It is done by computing cross-validation performance of
the table for different sub-sets of attributes and selecting the sub-set which is
the best performer. Cross-validation error from a decision table is obtained by
manipulating the class counts related to entry of the table. Best first search is
usually used to search the feature space.
Bagging (bootstrap aggregation) is a meta-classifier which combines the output of
different models to make the final decision more reliable by reducing the variance
error [44]. It increases the predictive performance over a single model. A general
way to predict the final class is to calculate the weighted average for numeric
prediction problems and take a weighted vote for classification problems.
RF is an ensemble method which comprises of various decision trees. It can
run effectively on a large dataset. It gives highly accurate results than a single
decision tree as it reduces the overfitting [44]. Every decision tree is generated
using a random selection of attributes. The class of unknown data is predicted
using the aggregation (voting scheme) of predictions made by individual decision
trees.
SMO [45] is an optimized version of SVM fromWEKA library. It is an optimiza-
tion algorithm which is used to solve the problem which arises while training
SVM. The name of the problem is the quadratic problem. SVM [44] is based on
computing a hyperplane with the maximal margin between the data dimensions.
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3.3 Feature Selection

A feature selection method is deployed for the selection of top-ranked features which
helped in discarding the irrelevant ones. Building a classification model with a lesser
number, but a relevant set of features helps in improving its generalization and
learning speed. In this work, we have used information gain (IG) [46] method for
selecting the top features. It is defined as the extent of information obtained from a
feature and is based on the degree of randomness (entropy) in the data. It is calculated
by finding the difference between the entropy of data distribution after and before
the split.

Entropy = −
∑
i

Pi log2 Pi

where Pi is the class probability.
Ranker algorithm is used for ranking the attributes. Figure 2 shows the top 15

attributes after applying IG + Ranker algorithm. These top rank attributes are used
for classification purpose.
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Fig. 2 Top 15 features after feature selection
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3.4 Classification after Feature Selection

The selected top 15 features are then employed for building the classification models
using the same set of eight algorithms as described earlier. When experiments are
performed on both datasets before and after feature selection, the model building
time is recorded for carrying out the comparative analysis.

3.5 Evaluation and Validation

A tenfold cross-validation technique has been used for conducting the experiments.
This technique works on dividing the original dataset randomly. Firstly, the orig-
inal dataset is split into ten equal parts. Thereafter, nine parts are used for training
and one for testing purpose. The same process is repeated ten times with different
combinations. The averaged result is used to measure the performance of algorithms.
In order to evaluate machine learning algorithms, we have used various evaluation
parameters. These are true positive rate (TPR), false positive rate (FPR), precision,
F-measure, accuracy, and Matthews correlation coefficient (MCC) [47]. These are
computed by using the fields of confusion matrix as described in Table 1.

• TPR: It is also known as recall and is defined as the rate of correctly identified
phishing webpages.

TPR = TP

TP + FN

• FPR: It is the rate of incorrectly recognized benign webpages.

FPR = FP

FP + TN

• Precision: It is a degree of exactness.

Table 1 Confusion matrix

Actual Classified/predicted as

Class Phishing Benign

Phishing True positive (TP)
Phishing webpages
predicted correctly as
phishing

False negative (FN)
Phishing webpages predicted
incorrectly as benign

Benign False positive (FP)
Benign webpages predicted
incorrectly as phishing

True negative (TN)
Benign webpages predicted
correctly as benign
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Precision = TP

TP + FP

• F-Measure: It is defined as the harmonic mean of recall and precision.

F − Measure = 2 × Precision × Recall

Precision + Recall

= 2 × TP

2 × TP + FN + FP

• Accuracy (%): It is the percentage of correctly recognized phishing and benign
webpages.

Accuracy(%) = TP + TN

TP + FN + TN + FP
× 100

• MCC: It is used to evaluate the performance of machine learning algorithms for
binary classification. It measures the correlation between the actual and predicted
labels and takes the values between −1 and + 1.

MCC = TP × TN − FP × FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

4 Experimental Results

This section provides a comparative analysis of experimental results along with
their pictorial visualizations. All eight classifiers are employed to classify phishing
websites by considering the dataset containing 30 features. Table 2 shows the
weighted average values of TPR, FPR, precision, F-measure, MCC, and accuracy for

Table 2 Classification results before feature selection (with 30 features)

Classifier TPR FPR Precision F-measure MCC Accuracy (%)

IB1 0.958 0.044 0.958 0.958 0.915 95.78

NB 0.907 0.098 0.907 0.907 0.811 90.7

J48 0.958 0.044 0.958 0.958 0.915 95.82

AdaBoost 0.925 0.077 0.925 0.925 0.848 92.47

Bagging 0.956 0.045 0.956 0.956 0.911 95.59

DT 0.934 0.074 0.935 0.934 0.867 93.41

RF 0.965 0.034 0.965 0.965 0.927 96.52

SMO 0.928 0.077 0.928 0.927 0.853 92.75
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Fig. 3 Comparison of classifiers on the basis of TPR, precision, and F-measure before feature
selection

Table 3 Classification results after feature selection (with 15 features)

Classifier TPR FPR Precision F-measure MCC Accuracy (%)

IB1 0.952 0.05 0.952 0.952 0.902 95.16

NB 0.907 0.097 0.907 0.907 0.812 90.73

J48 0.95 0.052 0.95 0.95 0.899 95.03

AdaBoost 0.925 0.077 0.925 0.925 0.848 92.47

Bagging 0.955 0.047 0.955 0.955 0.909 95.5

DT 0.931 0.076 0.932 0.931 0.861 93.13

RF 0.963 0.04 0.963 0.963 0.925 96.3

SMO 0.921 0.087 0.921 0.92 0.839 92.06

the eight machine learning algorithms using 30 features, i.e., before feature selec-
tion. It shows that RF provides the highest accuracy of 96.52% followed by J48, IB1,
and bagging with 95.82%, 95.78%, and 95.59% accuracy, respectively. RF gives the
maximum value of MCC, i.e., 0.928. NB provides the least accuracy of 90.7% with
MCC value as 0.811. Figure 3 visualizes the comparison of various classifiers on the
basis of TPR, precision, and F-measure before feature selection.

Afterward, the top 15 features are selected using IG feature selection method, and
the same set of classification models are again used for the classification purpose.
Table 3 shows theweighted average values of TPR, FPR, precision, F-measure,MCC,
and accuracy for the eight machine learning algorithms using 15 features selected
after employing a feature selection method. It shows that RF provides the highest
accuracy of 96.3% followed by bagging, IB1, and J48. Once again, the minimum
accuracy is provided by NB, i.e., 90.73%. RF gives the maximum value of MCC,
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Fig. 4 Comparison of classifiers on the basis of TPR, precision, and F-measure after feature
selection

i.e., 0.925. Figure 4 visualizes the comparison of various classifiers on the basis of
TPR, precision, and F-measure after feature selection.

Figure 5 depicts the comparison of classifiers on the basis of accuracy before and
after features selection. It shows that for almost all the machine learning algorithms
considered in this work, the accuracy remains either same or there is insignificant
decrement before and after feature selection. It means that the features which are
shortlisted by using IG feature selection method are the most relevant ones for the
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Fig. 5 Comparison of classifiers on the basis of accuracy before and after feature selection
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Fig. 6 Comparison of classifiers on the bases of MCC before and after feature selection

Table 4 Model building time
(in sec.) before and after
feature selection

Classifier Model building time (in sec.)

Before feature selection After feature selection

IB1 0 0

NB 0.28 0.06

J48 0.62 0.3

AdaBoost 1.14 0.33

Bagging 2.75 1.06

DT 5.39 2.11

RF 5.53 3.43

SMO 19.91 9.27

classification of webpages. A comparison of MCC before and after feature selection
is depicted in Fig. 6.

Table 4 shows the build time of classification models while carrying out the
classification experiments before and after feature selection. Figure 7 illustrates the
comparison of model building time. It shows that for all classifiers, the time taken to
build the models is reduced after feature selection. The model build time for IB1 is
0 as it is a lazy learner.

The improvement in model building time does not seem to be as significant since
the experiments are conducted using a small dataset. If a large dataset or big data
[48, 49] is considered, it would take more time for model building and thus there
would be a significant improvement.

In order to detect the new phishing websites, the researchers have used machine
learning algorithms. To improve the classification accuracy, they considered a large
number of features. However, they do not focus on the problem related to the building
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Fig. 7 Comparison of model building time before and after feature selection

time of classification models without compromising the accuracy. In this work, we
used a feature selection method to select an appropriate set of features for improving
the efficiency of the models without compromising with the accuracy.

5 Conclusion and Future Scope

This chapter presented an efficient system for the detection of phishing websites. It
makes use of a feature selection method apart from machine learning algorithms for
the purpose of classification. The performance of eight machine learning algorithms
is compared before and after feature selection for the classification of webpages into
phishing and benign. The experimental results clearly depict that use of a feature
selection method for selecting a relevant set of features improves the building time of
classification models without a significant reduction in the accuracy for the detection
of phishing webpages. Further, the results show that RF gives the best accuracy for
both before and after feature selection.

As future work, we intend to use an ensemble of algorithms to compare the
accuracy rates with the individual machine learning algorithms. The experimental
study can be further extended to understand the performance of deep learning algo-
rithms.Wemayalso enhance our studyon large phishingdatasets including IoT-based
phishing attacks using big data technologies to uncover such attacks more quickly
than existing methods.
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