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Abstract. Detection and diagnosis of a disease with a single image can be tedious and difficult for doctors but

with the adaptation of medical image fusion, a path for additional improvements can be paved. The objective of

this research is to implement different fusion algorithms based on conventional and proposed hybrid techniques.

Based on performance metrics it has been observed that the novel method, Discrete Component Wavelet

Transform (DCWT) shows remarkable results in comparison to the traditional techniques. As per the

enhancement methods, Binarization, Median Filter, and Contrast Stretching have been considered to compare

the contrast performance with Contrast Limited Adaptive Histogram Equalization. Certain modifications to each

enhancement method were made related to the selection of parameters. Thus, better qualitative and quantitative

values were observed in Discrete Component Wavelet Transform. The different attributes were calculated from

the fused images which were classified using various machine learning techniques. Maximum accuracy of

97.87% and 95.74% is obtained using Discrete Component Wavelet Transform for Support Vector Machine

(SVM) and k Nearest Neighbor (kNN) (k = 4) respectively considering the combination of both features Grey

Level Difference Statistics and shape.

Keywords. Medical image fusion; medical imaging modalities; cerebrovascular diseases; detection;

attributes.

1. Introduction

Healthcare is one of the most popular fields in terms of

collection and processing of data. With the advent of the

digital era and advancement in technology, a large amount

of multi-dimensional data is generated about patients,

which includes hospital resources, clinical parameters,

patients’ records, disease diagnostic details, and medical

devices [1, 2]. The present-day medical science and health

treatment, computer-assisted diagnostics, and rehabilitation

are heavily dependent on image processing techniques.

Biomedical imaging furnishes ways to improve the diag-

nosis process, augment disease identification, minimize

error, and uncover new information about the concerned

disease [3, 4]. The human body has complex, curve-like

configurations such as the brain which is a highly structured

and delicate organ. Radiologists have to know the position

of activations leading to brain disease in functional data

images to perceive the details accurately [5]. Brain

anomalies are categorized depending on the position and

form of tissues, which aids in the diagnosis of cancerous or

non-cancerous abnormalities [6]. Infections, bleeding,

hemorrhage, epilepsy, and cancers are a few of the exam-

ples of brain defects. Anatomical imageries like Computed

Tomography (CT), Magnetic Resonance Image (MRI),

Single Photon Emission Computed Tomography (SPECT),

and Positron Emission Tomography (PET) can aid with this

[7]. Medical image fusion is a technique that integrates the

information, and complimentary features of two or more

imaging modalities to enhance visualization and perception

enabling the extraction and classification of vital features

that may not be noticeable within each modality [8]. MRI

and CT are among the most widely used radiology

modalities for detecting neurodegenerative problems and

diagnosing hemorrhage, acute stroke, and inflammation,

with the assistance of image data processing. SPECT is also

beneficial when there is a need to examine the activity of a

few human body parts. A PET scan diagnoses certain health

problems like cancer, neurology, and cardiology treatments

and assesses the efficacy of a treatment by representing the

appearance of an organ and how it functions [9–11]. MRI

provides significant soft tissue visibility, contrast, and

spatial resolution while avoiding the use of toxic ionized

radiation. Because of these properties, MRI has become a

valuable method in clinical and surgical settings for diag-

nosing tumors. Whereas, CT scans are most often used to*For correspondence

Sådhanå          (2022) 47:237 � Indian Academy of Sciences

https://doi.org/10.1007/s12046-022-02016-9Sadhana(0123456789().,-volV)FT3](0123456789().,-volV)

http://orcid.org/0000-0002-7538-0584
http://crossmark.crossref.org/dialog/?doi=10.1007/s12046-022-02016-9&amp;domain=pdf
https://doi.org/10.1007/s12046-022-02016-9


distinguish between hemorrhage due to profuse bleeding

and stroke when blood supply gets blocked in the brain.

The CT scans enable vital details with faster scanning,

making them more useful for detecting hemorrhage and

stroke. The four commonly used MRI modalities are T1-

weighted MRI (T1), T2-weighted MRI (T2), and FLAIR with

contrast enhancement. Fluid Attenuated Inversion Recovery

(FLAIR) [6, 7] as shown in figure 1.

T1 and T2 are known as relaxation times measured in

milliseconds, and tell how the brain reacts to electromag-

netic energy. When having an MRI, the scanner sends

radiofrequency waves to the brain. The energy of this signal

is absorbed by brain tissue increasing its ‘‘magnetic

momentum’’. When the radio frequency signal stops, the

scan measures how long it takes for the tissue to give back

this energy, or to ‘‘relax’’. This is T1. In contrast, T2

relaxation measures the time it takes for the magnetic

momentum to lose coherence, after the RF signal has

ceased, in a plane that is transversal to the main magnetic

field of the scanner (which is head to toe) [5]. The time to

give back energy (T1) and the time to lose coherence (T2)

are biomarkers that characterize healthy tissue. Therefore,

any abnormal values can be either identified by visual

inspection (radiologist) or calculated (computer analysis).

FLAIR is a particular type of medical image that is used to

eliminate cerebrospinal fluid from the image. This is

possible because we know the normal T1 for cerebrospinal

fluid (CSF). The advantage of this technique is that lesions

in regions close to the ventricles or in the cortical periphery

where CSF is abundant are more easily identified [6].

Different diseases occur due to various disorders that affect

the blood vessels, or blood supply to the brain. In this

paper, the authors are working on cerebrovascular diseases.

Cerebrovascular disease is a term that encompasses a

variety of illnesses, diseases, and disorders affecting the

brain’s blood vessels and blood supply. Brain damage may

occur if a malformation, blockage, or hemorrhage prevents

the brain cells from receiving enough oxygen. Stroke,

transient ischemic attack (TIA), aneurysm, and vascular

malformation are among them. A cerebrovascular occur-

rence necessitates immediate medical attention. A brain

hemorrhage requires the attention of a neurosurgeon. Car-

otid endarterectomy is a procedure that involves cutting a

hole in the carotid artery and extracting plaque. This re-

establishes blood supply. The artery is then repaired with

sutures or graft by the surgeon [12]. The most common

form of cerebrovascular occurrence is a stroke. Stroke risk

rises with age, particularly if a person or a close relative has

previously experienced a cerebrovascular event. Between

the ages of 55 and 85, this risk doubles every ten years. A

stroke, on the other hand, can strike at any age, including

infancy. Cerebrovascular disorders have eight main risk

factors (CBVD) [13]. High blood pressure (hypertension),

smoking, diet, high blood cholesterol, lack of exercise,

becoming overweight or obese, diabetes, and excessive

alcohol intake are some of the risk factors. Other cere-

brovascular disease risk factors include (i) Moyamoya

disease, a serious illness that can lead to a blocking of the

cerebral arteries and their main branches, (ii) venous

angiomas, which concern around 2% of the populace but

rarely bleeds or cause symptoms, and (iii) a vein of Galen

deformity, an arterial disorder that occurs in a fetus during

pregnancy [14].

1.1 Related research

Previous literature in this field was directed to image

enhancement and medical image fusion techniques con-

cerning the brain. In [15] the proposed approach employs

wavelet-based image fusion to generate a high-quality

merged image with spatial and spectral detail. The method

also detects brain tumors efficiently using ANN and

determines the tumor’s location and region. In [16] a new

DCT-based image fusion algorithm is proposed. In multi-

modal medical images, it is extremely efficient at pre-

serving tissue content, texture, and edges. Furthermore, the

algorithm can generate high-quality fused images in a

shorter amount of time. Instead of using the wavelet

domain, a scheme [17] has been proposed for the fusion of

multi-focus images in the MDCT domain. In terms of

visual consistency and quantitative parameters, the MDCT

Figure 1. MR imaging modalities: (a) T1-weighted MRI;

(b) T2-weighted MRI; (c) FLAIR and (d) FLAIR with contrast

enhancement (E5).
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domain performs similarly to wavelets, but with less

computational complexity. In [18] a comparative analysis is

conducted among different feature extraction methods:

convolutional networks (ConvNet), SIFT codebook,

HMAX, and color-texture codebook (CT). Lastly, a fusion

algorithm is devised based on details acquired from each

method’s uncertainty matrix and further increases class-

prediction performance. In [19], to improve the precision of

feature extraction technique focus has been laid on locating

abnormalities such as brain hemorrhage and brain tumor.

The methodology includes the integration of patient’s MRI

or CT Dicom image slices into a single image, noise

reduction by three different approaches, noise selection

based on Peak Signal to Noise Ratio (PSNR) and Mean

Squared Error (MSE) error metrics, skull removal, and

image enhancement are all included in the brain image

extraction and brain image transformation process. In [20]

by employing significant image fusion methods, a pixel-

dependent image fusion technique based on differential

evolution—discrete wavelet transform (DE-DWT) is pro-

posed. Images from CT and MRI were used in the simu-

lations. The efficacy of the proposed DE-DWT method is

indicated by performance indices such as entropy, MSE,

PSNR, comparison, and homogeneity. In [21] a median

filter was used to eliminate noise after image fusion using

an intensity-based approach. It was concluded that the

experimental SNR and CNR value improved on enhancing

the contrast of fused images.

1.2 Contribution and objectives

The blur and noise in clinical images should be eliminated

to improve the contrast and amount of information that can

be retained. The need for improved diagnostic imaging has

been raised to enable the experimenter to make an appro-

priate diagnosis. Broadly speaking, the task of improving

medical pictures is to intensify an area of concern. The

main consideration is to retain the specifics of the enlarged

image. Because of such issues, image processing tech-

niques like enhancement and fusion algorithms [22, 23] aid

human visuals in making unbiased judgements of images.

Unlike manually examining a site via biopsy or another

method, medical imaging is non-invasive. The problem is

that in comparison to manual verification techniques,

imaging will always be less accurate in detection. Medical

image processing is a subset of image processing, and with

the above problem in mind, the objective of this paper is to

utilize

1. Improved noise removal of images (online data),

enhanced resolution, etc.

2. Enhanced image processing (diagnostics, object identi-

fication, etc.)

3. Superior image display (generating 3D from 2D slices,

etc.)

The paper focuses on the classification of cerebrovas-

cular diseases. To assess regarding structures abnormality

and the functionality of tissues, initially different medical

imaging modalities were used for image fusion concerning

both conventional techniques like Principal Component

Analysis (PCA), Discrete Wavelet Transform

(DWT), Discrete Cosine Transform (DCT), and proposed

hybrid technique (DCT ? PCA and Discrete Component

Wavelet Transform) are utilized. The individual limitations

of each fusion scheme helped in understanding how they

can be curbed using a method which is less complex in

methodology. The efficiency of each is then validated using

feature extraction which extorts prominent features of the

lesion and further, is employed to classifiers as inputs to

add them to the category that they embody. The various

shape and GLDS features obtained were then classified

using different machine learning techniques.

The paper is structured as follows. Section 2 describes

the materials and methodology of the proposed image

fusion technique, feature extraction, and machine learning

techniques. Section 3 elucidates the results of the proposed

methodologies followed by concluding remarks in section

4.

2. Materials and methodology

While fusing two images, overlay means that the pixel

values of one image replace the pixels of the second image

whereas fused means that the pixel values are mixed. Image

fusion is a process of extracting important information from

multiple images, and their inclusion into fewer images, at

times a single image [24, 25]. This single image is usually

more informative and accurate than its source images.

Image fusion has a wide range of applications [26, 27].

Multi-sensor fusion is a technique for achieving high spatial

and spectral resolutions in remote sensing and astronomy

by integrating data from two sensors, one of which has high

spatial resolution and the other has high spectral resolution

[28, 29]. In medical imaging, many fusion applications

have emerged, such as the simultaneous assessment of CT,

MRI, and/or PET images. In the military, defense, and

surveillance fields, numerous applications use a multisensor

fusion of visible and infrared images. In multi-sensor

fusion, two sensors were used for high spatial and high

spectral data. A benchmarked database is taken from Har-

vard Medical School, Whole Brain Atlas http://www.med.

harvard.edu/aanlib/home.html [30] which provides a wide

range of neuro imaging anatomies. When the brain is

imaged, it is viewed in two-dimensional (2D) slices. These

are typically viewed in three different planes: the sagittal,

coronal, or axial planes. The fusion schemes fuse brain

images of axial view (horizontal plane). This information

resource of the central nervous system integrates clinical

information with magnetic resonance (MR), computed
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tomography (CT), and nuclear medicine images. The Atlas

project has been initiated by the Departments of Radiology

and Neurology at Brigham and Women’s Hospital, Harvard

Medical School, the Countway Library of Medicine, and

the American Academy of Neurology. This database con-

sists of a total of over 100 CT and MR images of both the

left and right sides of the brain.

In this section, the proposed scheme of brain diseases is

classified and detected. Figure 2 depicts the proposed

framework of the overall architecture.

In the preprocessing phase, CT and MR images are

imported, resized, and enhanced using the CLAHE method

to eliminate the noise and irrelevant details from the entire

dataset. The source images are then fused to produce a

more detailed image which would aid in the detection and

classification of cerebrovascular diseases utilizing different

medical fusion techniques. To obtain significant results,

before the fusion of images, they are individually pre-pro-

cessed to remove artefacts, noise and improve the contrast.

It makes the complex details of each image appear more

refined and then decomposed into features which help in

correct diagnosis. The CT and MR scans depict different

information about the structure in and around the brain.

Thus, the fusion of modified modalities is preferred rather

than extracting the features and then merging because the

former approach gives collective details which are easy to

assess.

In this paper conventional (PCA, DCT, DWT, PCA-

DWT) and proposed (DCT ? PCA and Discrete Compo-

nent Wavelet Transform) fusion techniques are imple-

mented. The performance is examined using RMSE, PSNR,

and SNR quality metrics. The work represents that Discrete

Component Wavelet Transform performs better fusion, in

terms of PSNR and SNR, when compared to other con-

ventional methods. Dimensionality reduction is one of

PCA’s advantages yet leads to loss of content and incor-

porates most of the information from only one source

image. Problems like visible blocking artifacts and a dull

appearance in output images were in the DCT method.

DWT method provides a better comprehension of details

except that the fused images were low in contrast. In PCA-

DWT, the contrast of output images was less and hindered

the analysis. Further on implementing DCT-PCA, the rep-

resentation of details in output images were better with the

use of CLAHE and reduced artifacts but gave poor PSNR

and SNR values. To overcome these limitations and pro-

vide a better fusion scheme, authors proposed the Discrete

Component Wavelet Transform. It yields better PSNR and

SNR values, acquired crucial details from source images,

visibility of artifacts and noise was reduced to some extent.

The statistical texture features and shape features are

extracted from the fused images. Following that, kNN and

SVM-based classifier is used to determine if the stroke is

acute, or fatal established on the extracted features. Finally,

the performance is assessed. The following subsections go

through each of these approaches in greater depth. All the

experimentations were conducted in MATLAB 2019b

software with Pentium dual-core CPU @ 3.60 GHz pro-

cessor, 64-bit operating system.

2.1 Image acquisition and pre-processing

The acquired data images are aligned to superimpose the

corresponding features and details, properly. They are then

preprocessed by examining the color frames and resizing to

size 256 9 256. Enhancement Technique aims at noise

suppression and improvement of contrast in source images.

There are different enhancement techniques namely

Binarization, median filtering, Contrast stretching, and

Histogram Equalization. It depends on transformation

functions to increase the contrast of the images. The

transformation function transfers the pixel intensity levels

from the given range to the required range [31]. Histogram

equalization is a method to modify the dynamic range and

contrast of the image by altering the shape of the histogram.

Unlike contrast stretching operations, histogram equaliza-

tion employs non-linear functions to map intensities from

the input image to the output image. In this paper, authors

processed images using different enhancement algorithms

like Binarization/Median Filter/Contrast Stretching, and

Contrast Limited Adaptive Histogram Equalization

(CLAHE). CLAHE is a widely used image enhancement

technique that utilizes histogram equalization. CLAHE is

simple and the computational load is minimal. It can also

be utilized for colored images. CLAHE is the development

of the AHE technique in which all pixels adjacent to all

functions will be converted [32, 33]. The AHE differs from

CLAHE because CLAHE limits or restricts the contrast,

use the maximum available value present on the clip, and

returns it to the greyscale. The fundamental algorithm for

enhancing individual image regions by using the CLAHE

technique is described briefly in figure 3.

2.2 Image fusion

When localization of the disease is uncertain from within a

single modality, fusion techniques are utilized to access

more medical detail by synthesizing the complementary

and contrasting characteristics of source images into a

single one. Conventional medical image fusion approaches

can not produce high-resolution images. As a result, there is

indeed a significant need to employ hybrid fusion tech-

niques to achieve the objective. The hybrid technique’s

basic purpose is to amplify the efficiency of the fusion

method and fused image quality.

Conventional image fusion techniques:

i. Principal Component Analysis (PCA): It is used to

condense a huge number of variables into a small

number that also contains the majority of the

information that was previously present in the large
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set. Since medical images are of considerable

amount, PCA will enable analysis and interpretation

easy from the reduced data.

ii. Discrete Wavelet Transform (DWT): Wavelet is

defined by two functions: wavelet function called

mother wavelet w tð Þ and scaling function is known as

Figure 2. The proposed methodology for the detection of cerebrovascular disease..
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father wavelet uðtÞ. By translating and dilating

mother wavelets w xð Þ, diverse forms can be devel-

oped by using Eq. (1). DWT algorithm used for this

research uses Daubechies/db2 wavelet [34, 35].

wa;b xð Þ ¼ 1
ffiffiffiffi

a
p w

x � b

a

� �

ð1Þ

where a represents the scaling parameter and b rep-

resents the shifting parameter.

iii. Discrete Cosine Transform (DCT): Multi-scale tech-

niques require more processing time and energy due

to their complex computational algorithm in contrast

to DCT. It uses a cosine function to translate a signal

from spatial to frequency representation. After

quantization, in the decomposition process, the most

important frequencies that remain are used to recover

the image. ‘‘DC coefficients’’ and ‘‘AC coefficients’’

are two types of DCT coefficients. AC coefficients

are the remaining 63 coefficients with non-zero

frequencies, while DC coefficients have zero fre-

quency in both dimensions [36]. The DCT phase can

focus the majority of the signal in the lower spatial

frequencies. In this paper, the algorithm is based on

taking the mean of all DC components and the largest

frequency band of energy value is chosen to corre-

spond to AC coefficients. Numerically, in general,

the two-dimensional DCT for an input image size of

N 9 N is shown in Eq. (2).

D i; jð Þ ¼ 1
ffiffiffiffiffiffi

2N
p C ið ÞC jð Þ

X

N�1

y¼ 0

P x; yð Þ

cos
2x þ 1ð Þ i p

2N

� �

cos
2y þ 1ð Þ ip

2N

� �

ð2Þ

where, P(x, y) represents a matrix of the input image

of size N 9 N, (x, y) are the coordinates of the ele-

ments of the matrix, and (i, j) are coefficients of

coordinates.

iv. PCA–DWT: It is a method that is a combination of

DWT and PCA. It uses the advantages provided by

each method, making fusion performance better than

its efficiency. PCA retains an acceptable degree of

resolution and generates less abrupt spectral features,

while DWT provides directional information in its

decomposition stages. As a result, more spectral

information and spatial features are retained, and

fusion results obtained using this method are better

[32].

Proposed image fusion techniques:

i. DCT-PCA: A hybrid fusion technique formed by

combining two conventional methods namely DCT and

PCA. Considering DCT produces large quantized coef-

ficients in which some are localized in low frequencies

and edges contribute to high-frequency coefficients; is

integrated with PCA. The algorithm implemented is

based on the selection of the largest energy value of the

Figure 3. Flowchart of steps involved in CLAHE algorithm.

  237 Page 6 of 15 Sådhanå          (2022) 47:237 



frequency band since DCT possess excellent energy

compactness. On the other hand, PCA will contribute to

dimensionality reduction and aid in pattern recognition.

Thus, analyzing the advantages of each technique, the

procedural steps involved are given in Algorithm 1.

ii. Discrete Component Wavelet Transform (DCT-PCA-

DWT): The major purpose of this paper is to determine

the performance of the proposed hybrid fusion technique

as shown in figure 4.

It exploits the fusion properties of principal component

analysis, discrete wavelet transforms, and discrete cosine

transform. In the case of DCT, though a conventional

method has the property of concentrating information

making it useful for fusion. Apart from possessing

dimensionality reduction characteristics, PCA transforms

the original domain’s features into a PCA domain in which

the features are grouped in order of their variance. Finally,

DWT has properties such as directional detail, orthogo-

nality, and compactness that make it suitable for extracting

key features at different stages of decomposition and it

reduces spectral distortion as well.

The overall benefits of the proposed hybrid approach

were observed to have improved image visual quality, high

frequency resolution, refined edge details, reduced image

artifacts and noise while the complex details being more

comprehensive, dimensionality reduction, reasonable

compression without losing much information and better

accuracy. Algorithm 2 explains the proposed methodology

steps.

Step 5. Apply DCT wrapping which would extract the corresponding DC and AC coefficients. 

Step 6. Determination of principal components from AC coefficients is implemented using the PCA fusion 

rule. 

Step 7. Reconstruction of the fused image. 

Step 8. Calculation of Performance parameters. 

               

Algorithm 1. Algorithm for Implementing Proposed Methodology for DCT-PCA.

Input image: Original Image

Output image: Fused Image

Step 1. Image 1 and Image 2 are acquired anatomical images of the brain in different modalities.  

Step 2. The images are mapped as RGB to grey colors before being resized to the same size of 256 × 256 

pixels. 

Step 3. Each image is processed by different enhancement algorithms (Binarization/Median Filter/

Contrast Stretching, CLAHE). 

Step 4. The two images are then level shifted by 8 followed by dividing it into 8 × 8 blocks.  
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Figure 4. Steps involved in Discrete Component Wavelet Transform.

Algorithm 2. Algorithm for Implementing Proposed Methodology for Discrete Component Wavelet 

Transform.

Input image: Original Image

Output image: Fused Image

Step 1. Image 1and Image 2 are acquired anatomical images of the brain in different modalities.  

Step 2. The images are mapped as RGB to grey colors before being resized to the same size of 256 × 256

pixels. 

Step 3. Each image is processed by different enhancement algorithms (Binarization/Median Filter/Contrast 

Stretching, CLAHE).

Step 4. Apply the DWT algorithm to generate the four decomposed frequency band coefficients for each 

source image. 

Step 5. Further, apply a DCT wrapping transformation upon the set of four decomposed frequency band 

coefficients acquired from each source image. 

Step 6. By utilizing PCA, the information of each is converted into PCA domain say, P1 and P2. 

Step 7. To regenerate, inverse DCT is applied to the quantized coefficients. 

Step 8. Now, apply inverse DWT to acquire the final fused image.

Step 9. Calculation of performance parameters.
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2.3 Feature extraction

An image is a 3-dimensional matrix with dimensions of red,

green, and blue color channels. Two main steps in image

processing to decide which are image features to be con-

sidered are Feature detection and Feature extraction [37]. It

is possible to differentiate between feature detection tech-

niques that generate local decisions when features are

identified in terms of local neighborhood operations applied

to an image (known as feature extraction) [38]. The output

from a feature detection step does not require a binary image.

In the feature extraction module, for extracting the features

two methods are employed (1) Morphological Features, (2)

Texture-based features. The texture-based features are cate-

gorized as Statistical Methods, Signal Processing Methods

(Laws’ Features) and Transform Domain Methods. First

Order Statistics (FOS), Second-Order Statistics-GLCM

Features, Higher-Order Statistics-GLRLM Features and

other statistical features like Gray Level Difference Statistics

(GLDS), Edge Features (Absolute Gradient), Neighborhood

Gray Tone Difference Matrix (NGTDM) Features, and Sta-

tistical Feature Matrix (SFM) are some Statistical Methods.

In this paper, the authors have computed GLDS and shape-

based (morphological) features [39]. GLDS features com-

pute contrast, energy, entropy, homogeneity, and mean based

on the co-occurrence of a pixel pair that have a difference in

gray levels separated by a particular distance. Morphological

methods include the shape-based properties which include

Area (calculates the area of the lesion), Perimeter, Convexity

(ratio of the perimeter of the convex hull to the overall

contour), Eccentricity (ratio of the minor axis to the major

axis. Its value always lies between the 0 and 1), Extent, Euler

No, Hole Area Ratio (HAR), Major Axis (longest diameter),

Minor Axis (smallest diameter) and Solidity (the extent to

which the given shape is convex or concave) [40, 41] are

calculated. Each feature set is normalized by using min-max

normalization.

2.4 Machine learning techniques

Classification of diseases is a majorly focused challenge in

medical data mining. Machine learning is a branch of

Artificial Intelligence itself [34]. Artificial intelligence

involves the creation of algorithms that can change them-

selves without human help to produce certain output by

providing itself through relevant data [42, 43]. Many

algorithms, like, Artificial Neural Network, Support Vector

Machine (SVM), Bayesian Classifier, Random forest, kNN,

etc. have different means to derive the machine learning

model. In this paper, K Nearest Neighbors (kNN) and SVM

algorithms are used as machine learning techniques.

i. The k-NN algorithm is a classification algorithm used in

Data Science and Machine Learning. kNN has no

complex parameters, regulation task, easy to implement,

less nonlinear, and where all data points are well

defined. The goal is to classify a new data point/

observation into one of the multiple existing categories.

So, several neighbors ‘k’s are selected, and the k closest

data points are identified (either using Euclidean or

Manhattan distances). Of the k closest data points (or

‘neighbors’), the category with the highest number of

k-close neighbors is the category assigned to the new

data point [44, 45]. There are various methods to choose

the best k in KNN. The first is dividing the data into

training and validation (tuning) set and tune k till it

works for the problem.

ii. SVM or Maximum Margin Classifiers maximizes the

geometric margin while minimizing the empirical clas-

sification error [46]. It uses the kernel trick to effectively

perform non-linear classification. As data points of the

type, named training data is provided. After transform-

ing the input vectors into a decision value, the SVM

classifier performs classification using an accept-

able threshold value. SVM must be tuned, with the cost

‘‘C’’ and the use of a kernel and its variables being

important hyper-parameters [47]. SVM is a set of similar

supervised learning methods for classification and

regression in medical diagnosis [48]. SVM’s are very

powerful learning Algorithms with well-defined theory.

In this paper, the authors have used SVM with RBF

Kernel as they can approximate any target function as long

as it is measurable. SVMs are equivalent to shallow neural

network architecture. While SVMs can not go deep, neural

networks can. Going deep essentially means adding more

hidden layers to your network. For simulation using SVM,

gamma and C parameter is considered. The gamma

parameter is the maximum distance between the separating

line and the data points, and C is how much care about

outliers (points that are on the wrong side of the line) is

considered.

2.5 Performance parameter

Medical image reliability must be assessed for medical

practitioners to make correct and impartial diagnoses. In

this work, the objective analysis is accomplished by using

reference image approaches like Peak Signal to Noise Ratio

(PSNR) and Signal to Noise Ratio (SNR) [32] while

accuracy is calculated for classification. A higher SNR

result represents that the source and fused images are

similar, while a higher PSNR value shows the effectiveness

of the fusion method.

3. Results and discussion

The biggest challenge in medical image processing is the

number of samples of the class trying to model will be far

fewer in number compared to every other image. For
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example, if trying to detect cancerous cells, gets only a

fraction of the total dataset having cancerous cells because

it is a rare phenomenon. The size of the datasets goes into

gigabytes and sometimes terabytes if trying to capture 3D

images. The proposed technique, Discrete Component
Wavelet Transform and DCT-PCA is compared to existing

techniques, such as PCA, DCT, DWT, and PCA-DWT,

using different sets of CT and MR images concerning the

brain. The application of the proposed framework is based

on CT and MR images of brain collected from the brain

atlas, Harvard medical school. In future, author will

incorporate the framework with practical aspects as well.

Authors have processed the images by different enhance-

ment algorithms like Binarization, Median Filter, Contrast

Stretching, and CLAHE. Due to constraint of space, only

four pair of images and experimental findings considering

CLAHE is shown in figure 5. CLAHE is simple and the

computational load is minimal.

SET I, represents the patient being diagnosed with

Myocardial Infarction, with corresponding fused results

obtained from the proposed and other fused techniques.

SET II, represents the patient suffering from a fatal stroke,

with corresponding fused results obtained from proposed

and other fused techniques. SET III shows a section of the

left hemisphere containing a wide area of unusual lesion

which led to an acute stroke. The corresponding fused

results, obtained from proposed and other fused techniques

are displayed as well. SET IV, represents the patient suf-

fering from multiple embolic infarcts and corresponding

fused results, obtained from proposed and other fused

techniques are displayed as well.

Figure 5 shows the fused CT and MR images using

conventional and proposed techniques. The advantages of

DWT, DCT, and PCA can be incorporated and utilized as:

Using DWT, the enhanced source images are decomposed

into their equivalent frequency sub-bands. The details

contained in these sub-bands are then fused by DCT as it

possesses a good proportion of preserving information and

computational complexity. The fused sub-bands are then

converted to the PCA domain such that features with sig-

nificant variances are maintained and those with little

variation are removed. This minimizes processing time

since only the components consisting of the majority of the

original data set will be reconstructed. Problems like

blocking artifacts and poor spatial resolution will be

resolved by the usage of DWT providing a superior reso-

lution of the fused image.

On datasets 1, 2, 3, and 4, table 1 shows the performance

metrics experimental results of conventional fusion algo-

rithms and hybrid fusion algorithms. MRI and CT images

are used as input source multimodal medical images to

analyze the output of the proposed image fusion approach.

Set of 

images 
CT MR PCA DWT DCT PCA-DWT 

DCT-PCA 

(proposed ) 

Discrete 

Component 

Wavelet 

Transform 

(proposed ) 

I 

II 

III 

IV 

Figure 5. Fusion results of different sets of images.
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In table 1, PSNR 1 and SNR 1 indicate the experimental

results between source image 1 and the corresponding fused

image. Similarly, PSNR 2 and SNR 2 indicate the experi-

mental results between source image 2 and corresponding

fused image, for all datasets. SNR is a metric for deter-

mining the information-to-noise ratio of a fused image. The

higher the value, the more identical the reference and fused

images are, whereas, in the case of PSNR, it is a common

metric that is calculated by dividing the number of grey

levels in the image by the pixel values in the source and

fused images. The fused and reference images are identical

when the value is high. A higher value means better fusion.

On comparing, the outcomes of the proposed hybrid tech-

nique, in terms of performance metrics, are superior to

those of other existing conventional techniques. It can be

perceived in SET III that PCA and DCT fusion perfor-

mance with PSNR 2 values as 8.90 dB and 11.80 dB was

not satisfactory. The corresponding values 13.37 dB, 12.56

dB, 13.33 dB obtained for DWT, PCA-DWT, and DCT-

PCA, respectively were observed to be producing improved

but not acceptable fusion results. One of the objectives of

our work is to determine a better fusion algorithm. It has

been observed that DWT algorithm alone provides superior

results than DWT ? PCA. This analysis is not only based

on the experimental values but also on the pictorial repre-

sentation of the fused images. From figure 5, authors have

observed that images from DWT ? PCA give a washed-off

appearance which can hinder the assessment and extraction

of the desired features. On the other hand, the results of

DWT represent the details with higher resolution

comparatively.

On the other hand, the Discrete Component Wavelet

Transform furnished the highest experimental value of

19.80 dB. Thus, not only does the proposed algorithm

retain edge information, but it also enhances spatial detail

information. As a result, both quantitative and qualitative

evaluation criteria demonstrate that the Discrete Compo-

nent Wavelet Transform (proposed method) of multimodal

medical image fusion is more reliable. PCA possesses

dimensionality reduction property such that it removes

redundant features from the anatomical images and DCT

preserves frequency information which is seen as a limi-

tation in DWT, and less computational complexity. Issues

like blocking artifacts and poor spatial resolution are fur-

ther resolved by DWT. When implementing a fusion

algorithm on a large dataset of medical images, its storage

and processing time might hamper its efficiency. Thus, to

mitigate this issue we initiate the use of novel Discrete

Component Wavelet Transform. There exists a variety of

techniques in the literature however, the implementation of

DCWT furnishes better qualitative and quantitative results

with comprehensible and less complex methods.

After fusion, different feature descriptors were evaluated.

In this paper, the authors have considered only GLDS and

shape features where the different attributes are calculated

as shown in table 2.

Additionally, to detect the type of brain strokes or

Cerebrovascular disease in the resultant images, texture-

based analysis is employed which leads to the extraction of

useful features. The algorithm collected a total of 62 fea-

tures, including twenty texture features and forty two shape

features, which were then used to evaluate output and fed

the acquired statistics to kNN and SVM classifier. In this

work, emphasis has been laid on examining the attributes of

GLDS features and descriptors based on shape features.

The descriptions of the feature extracted (based on Discrete

Table 1. Result of performance parameters obtained from different fusion algorithms.

Image

SET

Performance metric

(dB) PCA DWT DCT

PCA-

DWT

DCT-PCA

(proposed)

Discrete Component Wavelet Transform

(proposed)

SET I PSNR 1 22.59 14.04 13.32 13.38 14.12 19.64
PSNR 2 9.85 14.04 12.29 13.54 14.01 19.68
SNR 1 22.55 14.00 13.28 13.35 14.08 19.61
SNR 2 9.81 14.01 12.26 13.50 13.98 19.64

SET II PSNR 1 28.14 14.07 13.21 13.13 14.12 19.86
PSNR 2 9.01 14.09 12.15 13.44 14.12 19.57
SNR 1 28.11 14.04 13.18 13.09 14.09 19.82
SNR 2 8.98 14.06 12.12 13.40 14.09 19.53

SET III PSNR 1 22.70 13.26 12.59 12.35 13.33 19.52
PSNR 2 8.93 13.27 11.80 12.56 13.33 19.80
SNR 1 22.67 13.23 12.55 12.31 13.30 19.49
SNR 2 8.90 13.24 11.77 12.53 13.30 19.79

SET IV PSNR 1 23.84 14.36 14.74 14.37 14.43 18.90
PSNR 2 10.01 14.36 11.35 14.92 14.43 18.85
SNR 1 23.81 14.33 14.71 14.34 14.39 18.86
SNR 2 9.98 14.32 11.32 14.89 14.39 18.81

Experimental values in bold signifies the primary and better results obtained from the novel Discrete Component Wavelet Transform
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Component Wavelet Transform fused images) through

statistical analysis of the MR and CT images are shown in

table 3.

It is observed in the results that the out of obtained

features Homogeneity, Mean, Contrast, Energy and

Entropy gave superior values in contrast to other methods.

In this paper, all the features were used for the classification

process using kNN and SVM. KNN is more intuitive but it

might also be slower to use in case K’s value is to be kept

high, or a total number of points is high. (This might be

made better using KD-tree or other such algorithms).

Table 3 shows the classification accuracy of different fusion

techniques considering GLDS, shape, and combination of

GLDS and shape features using kNN.

Maximum accuracy of 95.74% was obtained using Dis-

crete Component Wavelet Transform for k = 4 using a

combination of both feature GLDS and shape. The kNN

technique is slower and the performance breaks down in

high dimensional spaces. One major reason that KNN is

slow is that it requires directly observing the training data

elements at evaluation time. A naive KNN classifier looks

at all the data points to make a single prediction, while

many machine learning methods have no dependence on

the number of training data points for evaluation run time.

kNN’s ability to solve nonlinear problems in low dimen-

sional spaces with such simplicity is incredible, but runtime

(and performance) on larger and high dimensional prob-

lems is certainly a downside. The performance breaks down

in high dimensional spaces because the distance between

points becomes less meaningful of a quantity. To overcome

the disadvantage of using kNN, SVM is used for further

processing. The SVM searches for a separating hyperplane

between the data points of different classes. The idea of the

SVM is now, to seek the hyperplane which maximizes the

margin between the data points and itself. The SVM can be

extended to be a non-linear classifier by using kernel

methods. However, it is difficult to know which kernel is

best for a specific problem. In the Support Vector Machine,

the choice of different parameters namely kernel, Gamma

parameter, and C parameter to optimize the algorithm is

necessary. The table shows the accuracy considering dif-

ferent parameters using the LiBSVM library. The

Table 2. Results obtained after evaluating different attributes of GLDS and Shape features.

Image name

1 2 3 4 5 6 7 8 9 10Parameters

Homogeneity 0.09 0.19 0.21 0.23 0.28 0.3 0.27 0.3 0.26 0.44

Contrast 527.06 336.51 285.06 322.81 252.97 157.39 220.47 358.1 248.63 115.43

Energy 0.03 0.05 0.05 0.05 0.07 0.1 0.09 0.09 0.08 0.17

Entropy 3.69 3.46 3.38 3.4 3.22 2.76 2.98 3.07 2.99 2.26

Mean 14.7 11.4 10.6 11.1 9.42 5.98 7.59 8.98 7.6 3.91

Area 307 1241 256 512 513 52879 51932 40977 52275 177550

Perimeter 539.36 1445.2 510 1021.41 1023.41 1132.81 1499.3 2840.96 1703.75 3249.74

Diameter 19.77 39.75 18.05 25.53 25.56 259.48 257.14 228.42 257.99 475.46

Eular no - 163 - 328 200 194 - 281 - 135 - 27 - 236 - 90 - 147

Solidity 3 3 1 4 2 2 5 2 2 2

Majoraxis 268.72 340.27 295.6 418.05 418.86 262.72 264.33 268.21 266.85 487.51

Minoraxis 3.99 172.6 1.15 209.02 209.44 256.57 254.45 224.85 250.78 465.43

Eccentrycity 1 0.86 1 0.87 0.87 0.22 0.27 0.55 0.34 0.3

Orientation - 89.97 - 33.21 0 - 44.78 - 45 - 87.33 - 84.95 - 4.29 77.46 - 46.8

ConvexArea 895 33895 256 32974 33153 53677 54728 60430 57957 201105

Extent 0.2 0.02 1 0.01 0.01 0.81 0.8 0.63 0.82 0.8

Table 3. Classification accuracy of different fusion techniques using kNN.

Discrete Component Wavelet Transform DWT ? PCA DCT ? PCA

Different k-values
? ;
Different features 3 4 5 3 4 5 3 4 5

GLDS 75% 88.64% 81.62% 89.89% 89.89% 88.12% 77.1% 77.1% 80.32%

Shape 75% 78.26% 75% 90.51% 90.64% 90.54% 75% 79.67% 79.17%

GLDS 1 Shape 89.36% 95.74% 89.5% 90.51% 90.64% 90.51% 90.51% 90.64% 90.51%

Experimental value in bold indicates the highest accuracy attained using kNN for different fusion techniques
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simulations were carried out on all fusion techniques but

table 4 tabulates the results of the proposed image fusion

techniques using SVM.

In table 4, obj = optimal objective value of the dual SVM

problem, rho = bias term in the decision function sgn(wTx -

rho), nSV = number of support vectors, and nBSV are

number of bounded support vectors (ai = C). nu-SVM is a

comparable structure of C-SVM where C is swapped by nu.
For a large value of C, the model considers more data

points of support vector to obtain a higher variance and

lower bias leading overfitting problem. If the value is small

then it selects fewer data points as a support vector and has

low variance or high bias. The maximum accuracy is

achieved considering the hybridization of GLDS and shape-

based feature for the proposed image fusion technique.

97.87% accuracy is achieved using the proposed discrete

component wavelet transform, 95.74% is achieved using

DWT ? PCA, and 91.49% is for DCT ? PCA fusion

method. 95.68%, accuracy is obtained using GLDS features

for the discrete component wavelet transform and DWT ?

PCA fusion techniques while 87.62% accuracy has been

observed for DCT ? PCA fusion technique. 81.81%,

89.32%, and 85.71% accuracy is obtained using shape

features for all the three proposed fusion techniques

(DCWT, DWT ? PCA and DCT ? PCA respectively).

Authors also tried for other machine learning technique

like Random forest, Neural network but the obtained

accuracy is less than the SVM and KNN as tabulated in

table 5.

On applying Median filter, low contrast images reduce

the visibility of finer complex details. CLAHE is simple

and the computational load is minimal. Considering the

time and speed constraints, pipeline of this research thus,

prefers CLAHE for precise detection of tumor. Also, SVM

classifier is preferable to a Random Forest classifier. The

latter classifies based on the probability of the object

belonging to a class. But when dealing with biomedical

images, especially Brain images, there can be a high

number of random features. For such non-linear cases,

SVM is more robust as it uses the kernel trick and an

optimal margin-based classifier. Table 6 shows the Sensi-

tivity and Specificity of the different machine learning

techniques employing Discrete Component Wavelet

Transform with GLDS ? Shape features and CLAHE

technique.

The highest accurate results providing 97.87% accuracy

are observed for SVM classifier to distinguish between the

classes and decide its class labels depending upon its

immediate neighbors making it best suitable for classifi-

cation problem.

4. Conclusion and future work

Image processing techniques allow a doctor to make better

decisions by image classification and detection of ailments

that may be obscure with current technology. Doctors can

incorrectly diagnose patient information due to the impre-

cision of the image data. So, there is a demand for the

development of a model that when used can make thera-

peutic judgements more precise leading to the correct

identification and treatment of diseases. The different

Table 4. Classification accuracy of different fusion techniques using SVM.

nu obj rho nSV nBSV Accuracy

Discrete Component Wavelet Transform Shape features 0.705 - 3026.10 - 0.158 10 5 81.81%

GLDS features 0.002917 - 262.841 2.916 7 0 95.68%

GLDS ? shape features 0.000296 - 26.684 0.425 11 0 97.87%
DWT ? PCA Shape features 0.000036 - 3.277636 - 0.027 8 0 89.32%

GLDS features 0.563009 - 4882.552 0.048 8 6 95.68%

GLDS ? shape features 0.000035 - 3.119 - 0.059 10 0 95.74%

DCT ? PCA Shape features 0.000564 - 50.835 - 0.141 11 0 85.71%

GLDS features 0.000399 - 35.914 1.473 4 0 87.62%

GLDS ? shape features 0.409768 - 6608.737 0.785 7 3 91.49

Experimental value in bold indicates the highest accuracy attained using SVM for different fusion techniques

Table 5. Classification accuracy of different machine learning techniques.

Discrete Component Wavelet Transform with GLDS ? shape features SVM kNN Neural network Random forest

Using CLAHE 97.87% 95.74% 93.62% 89.36%
Using contrast stretching 93.45% 91.75% 78.98% 90.64%

Using median filter 89.32% 87.21% 71.13% 86.43%

Experimental values in bold represent the better enhancement performance by CLAHE contrary to other methods
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medical images were collected, pre-processed; registration

and enhancement techniques are applied. The medical

Image Processing field was confined to reformatting and

volume rendering of image data along with superimposing

MR image data upon CT data. The medical imaging

modalities were used for image fusion namely PCA, DWT,

DCT, and proposed fusion technique (PCA ? DCT and

Discrete Component Wavelet Transform). The various

morphological and GLDS features were extracted from the

fused images which were further used in the detection of

Cerebrovascular disease using different machine learning

techniques. The efficiency of each is then validated using

feature extraction which would extort prominent features of

the lesion and further, be employed to classifiers as inputs

to add them to the category that they embody. Medical

imaging is a colossal field, open to new additions and

improvements. Therefore, our future work will be directed

toward the use of deep learning techniques for medical

images.
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