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Abstract k-ary n-trees are a particular type of Fat-Trees that belong to paramet-
ric family of topologies. In spite of their wide usage as an Interconnection Network
topology, it has been quite unclear about the performance of Adaptive Routing Algo-
rithms on them. In this paper, we consider a 4-ary 3-tree and analyze two Adaptive
Routing Algorithms namely the Non-Minimal Adaptive Routing Algorithm and Min-
imal Adaptive Routing Algorithm. Specifically, the application of these algorithms on
4-ary 3-tree using various Traffic Patterns has been simulated. The six Traffic Patterns
called BitTranspose, BitReversal, BitComplement, Uniform Distribution, k-shift and
Ring are used as running examples throughout the paper. The simulation results show
that the Network Latency for k-ary n-tree is much higher in case of the Non-Minimal
Algorithm as compared to the Minimal Algorithm. However, in case of Ring Traffic,
the results show a deviant behavior when compared to other patterns.
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1 Introduction and motivation

Interconnection Networks (INs) enable fast data communication between the com-
ponents of a digital system. INs are based on three aspects: Network Topology, the
Routing Algorithm, and the Flow Control mechanism employed [1-10]. One of three
prime aspects of INs is topology. The topology is packaged such that it is cost ef-
fective along with its ability to achieve good performance (in terms of throughput,
latency, and scalability, etc.) [11]. Parametric family of regular topologies consists
of k-ary n-cube, k-ary n-butterflies, and k-ary n-trees that can be built by varying
the two parameters k and n. k-ary n-trees are a particular type of Fat-Trees built us-
ing processing nodes and constant Arity Switches interconnected in a butterfly like
topology [12].

In this paper, we focus on Non-Minimal, Minimal Adaptive Algorithms, and their
application on k-ary n-tree using various Traffic Patterns. Section 2 introduces a Fat-
Tree, k-ary n-tree, and different types of Traffic Patterns. In Sect. 3, we explain rout-
ing algorithms used in the paper. In Sect. 4, we discuss Testbed and Simulation results
of various Traffic Patterns on 4-ary 3-tree using BigNetSim followed by conclusion
and references.

2 Preliminaries and background

An IN has a regular topology in which switches are identical and organized as a set of
stages where each stage is only connected to the previous and to the next stage using
a regular connection pattern. They are widely used for broadband switching technol-
ogy and for multiprocessor systems. Besides this, they offer an enthusiastic way of
implementing switches used in data communication networks. With the performance
requirement of the switches exceeding several terabits/sec and teraflops/sec, it be-
comes imperative to make them dynamic and fault-tolerant. A number of techniques
have been used to increase the reliability and fault-tolerance of the INs. A survey of
the fault-tolerance attributes of these networks can be found in [1-7].

The typical modern day application of the INs includes fault-tolerant packet
switches, designing multicast, broadcast router fabrics while system on-chip and net-
works on-chip are hottest nowa-days. Normally the following aspects always con-
sidered while deigning the fault-tolerant INs: the topology chosen, the routing algo-
rithm used, and the flow control mechanism adhered. The topology helps in selecting
the characteristics of the present chip technology in order to get higher bandwidth,
throughput, processing power, processor utilization, and probability of acceptance
from the IN based applications, at an optimum hardware cost. Soon, as the topology
is frozen, the analytical bounds, which help for measuring reliability and availability,
can be examined. The topology helps in determining the throughput and latency of
the INs whereas the routing algorithm and flow control encourages in achieving the
performance bounds.

In particular, here we focus on parametric family of regular topologies, which
consists of k-ary n-trees, a type of Fat-Trees (that are most common type of INs in
commercial machines) [13-15]. A Fat-Tree topology is an IN based on binary tree,
which gets thicker near the root. A set of processors is located at the leaves or at the

@ Springer



Comparative analysis of Traffic Patterns on k-ary n-tree 571

Fig. 1 A Fat-Tree

first stage switches of the Fat-Tree and each edge of the underlying tree corresponds
to a bidirectional channel (between a parent and a child). The number of wires in a
channel connecting switches measures the capacity of a Fat-Tree; it is these wires,
which create options for packets to flow during Congestion using Adaptive Routing
Algorithm, i.e., a Fat-Tree is parameterized not only in the number of processors, but
also in the communication bandwidth it can support.

Before we understand k-ary n-tree in detail, it is very important for us to know
more about Fat-Trees.

2.1 A Fat-Tree

A Fat-Tree is a collection of vertices connected by edges and is defined recursively
as follows [15].

1. A single vertex by itself is a Fat-Tree. This vertex is also the root of the Fat-Tree.

2. If vy, va,...,v; are vertices and T1, T2, ..., T; are Fat-Trees, with ry, r, ..., ri as
roots (j and k need not to be equal), a new Fat-Tree is built by connecting with
edges, in any manner, the vertices vy, vz, ..., v; to the roots rq,r2, ..., rr. The
roots of the new Fat-Tree are vy, vy, ..., v;. See Fig. 1.

The arity or ports of the internal switches of the Fat-Tree increases as we go closer
to the root, hence the practical implementation of the same becomes almost unfea-
sible. Due to this, few alternative solutions are proposed, which intend to keep fixed
switch degree, while focusing on k-ary n-trees; bandwidth is increased by replicating
switches while going toward the root. Let us turn our attention to a particular class
of fat-trees, the k-ary n-trees. k-ary n-trees borrow from a popular class of multistage
interconnection networks, the k-ary n-butterflies [14, 15] (or k-ary n-flies for short),
the topology of the internal switches.
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Fig. 2 A 2-ary 3-tree

9 10 11 12
) A
A 4

5 6 7 8
A A A A
v v Y v

1 2

2.2

So0e

A k-ary n-tree

The knowledge of Fat-Trees will help in exploring k-ary n-trees; In general, k-ary
n-trees are a particular type of Fat-Trees that belong to parametric family of regular
topologies, hence the structure of the same depends on the values of k and n, where k
is the number of links of a switch that connects to the previous or next stage i.e. degree
of switch is 2k while n is the number of stages [13—15]. After having knowledge of

the

values of k and n we see that a k-ary n-tree is constructed using N = k" processing

nodes and nk" 1k % k communication switches [16].

1.

A processing node is represented as a tuple {0, 1, ..., k}".

2. A switch is defined as an ordered pair {s, 0}, where s is the stage at where the

23

In

switch is located, s € {0, 1,...,n — 1} and o is a n — 1 tuple {0, 1,...,k}”_1,
which identifies the switch inside its stage.

Two switches, {s,0,-2,...,01,00} and {s,0)_,,...,0},0;} are connected if
s'=s+ 1 and 0; = 0, for all i # s. There is a link between the switch
{0,0,-2,...,01,02} and the processing node p,_i,..., p1, po if and only if
oj =p; foralli e{n—2,...,1,0}. We will use this link for numbering to the
switches of a k-ary n-tree: descending links are labeled from O to k — 1, and as-
cending links are labeled from k to 2k — 1. Figure 2 represent a 2-ary 3-tree, which
is a type of k-ary n-tree.

Definition of Traffic Patterns

this section, we are providing the definition of following six types of existing

Traffic Patterns.
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Definition 2.3.1 BitTranspose Traffic: Address of the destination node is a transpose
of that of the source node, i.e., d; = s(i+%)mod(N).
Definition 2.3.2 BitReversal Traffic: Address of the destination node is a reversal of
the bit address of the Source node, i.e., d; = sp—_;_1.

Definition 2.3.3 BitComplement Traffic: Address of the destination node is a bitwise
complement of the address of the source node.

Definition 2.3.4 Uniform Distributed Traffic: Here, the number of packets arriving at
every node is statistically equal, where the performance gain of the slot reuse scheme
strongly depends on the traffic destination distribution. The probability p; ; of send-
ing packet from node i to node j is ﬁ — 1 where M is the number of nodes in the
bus, i is the source and j is the destination node.

Definition 2.3.5 k-shift Traffic: In this strategy, each node p sends messages to k
nodes {(p — L(I%I)J,...,p—Z,p— Lp+1l,p+2,....,p+ L(k%l)J),p—i-k}.Each
message that node p gets from node p — k, can be copied into its network interface
card (NIC) before it is sent to the k neighbors. This is repeated for % iterations to
complete the collective operation.

Definition 2.3.6 Ring Traffic: In this strategy, messages are sent along a ring formed
by all the nodes in the system. In all stages of the ring strategy, on receiving a message
node p forwards that message to its neighbor ((p 4+ 1) mod p) in the ring.

3 Adaptive Routing Algorithms

We have considered two Adaptive Routing Algorithms, namely the Minimal Rout-
ing Algorithm and Non-Minimal Routing Algorithm, which are further tested on six
Traffic Patterns, results of which are discussed throughout the paper.

3.1 Minimal Adaptive Routing Algorithm

In a network due to existence of multiple shortest paths between source and desti-
nation called profitable links, the routing algorithm chooses amongst them based on
local or temporal conditions to forward packets. The number of Minimal paths from
source to destination is directly proportional to distance between them. Hence, the
algorithm proves to be ineffective if the destination is close to source [12].

Similarly, in k-ary n-tree the profitable links exist and helps in the implementation
of Minimal Adaptive Routing Algorithm in the same form as it does in other topolo-
gies. Figure 2 shows four Minimal paths from node 1 to node 4 via switches are as
follows:

1-5-9-7-4

1-5-11-7-4

1-6-10-8-4

1-6-12-8-4
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While two paths from node 1 to 2 via switches are as follows:

1-6-2

1-5-2

Hence, proving the direct proportionality between number of Minimal paths and
distance between source and destination.

3.2 Non-Minimal Adaptive Routing Algorithm

To avoid congestion and improve fault-tolerance, it is very important that packets
route themselves to Non-Minimal/longer paths when all Minimal paths are con-
gested, this will help improving performance by reducing the time required be-
tween source and destination than otherwise. Our Simulation studies show that Non-
Minimal Adaptive Algorithms are more effective than other Adaptive Algorithms in
providing Deadlock freedom and prevention of Live-lock [17, 18].

In k-ary n-tree, this works very efficiently as well. Figure 2 shows Non-Minimal
paths from node 1 to node 4 via switches (apart from ones shown in Minimal Adaptive
Routing Algorithm) is as follows:

1-6-2-5-9-7-4

1-6-2-5-11-7-4

This comes to action when all Minimal paths are congested and packets route
adaptively after sensing the congestion. Hence, even the paths are longer, it gives
better performance.

4 Evaluation of Traffic Patterns using BigNetSim
4.1 Experimental setup and Testbed

In this section, we are providing the simulation results. For our simulation, we have
used IBM System x86, running with Novell’s SUSE Linux Enterprise Server 11 and
with BigSim Network Simulator. The BigSim [19, 20] Network Simulator is also
known as BigSimulator and lives in the subversion (SVN) repository of Parallel Pro-
gramming Laboratory, University of Illinois at Urbana Champaign, USA. This comes
to action when all Minimal paths are congested and packets route adaptively after
sensing the same.

Definition 4.1.1 BigNetSim: The BigSim simulator along with the network simula-
tor is together also known as BigNetSim [21]. Both the simulators run on top of the
POSE framework [20], which is a Parallel Discrete Event Simulation framework built
on top of CHARM++ [22].

Definition 4.1.2 CHARM-++: It is a parallel object-oriented programming language
based on C++ and developed in the Parallel Programming Laboratory at the Uni-
versity of Illinois at Urbana-Champaign. It is designed with the goal of enhancing
programmer productivity by providing a high-level abstraction of a parallel program
and delivering good performance on a wide variety of underlying hardware platforms.
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Fig. 3 Conceptual model of
BigNetSi
renem Switch
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Figure 3 shows the conceptual model of BigNetSim [19] used for our analysis,
where using existing k-ary n-tree topology classes, both Routing Algorithms are im-
plemented over it under different Traffic Patterns; some keywords mentioned below
explains the model.

1. Switch: A switch decides the routing on a packet. Switches could be input buffered
or output buffered. The former are implemented as individual posers per port of
each switch while the latter are implemented as a poser per switch. In an Input
Buffered (IB) switch, a packet in a switch is stored at the input port until its next
route is decided and leaves the switch if it finds available space on the next switch
in the route. While in an Output Buffered (OB) switch, a packet in a switch decides
beforehand on the next route to take and is buffered at the output port until space
is available on the next switch along the route.

2. Network Interface Card (NIC): Network cards packetize and unpacketize mes-
sages. A NIC is implemented as two posers. The sending and receiving entities in
a NIC are implemented as separate posers. A NIC is attached to each node.

3. Channel: These are modeled as posers and connect a NIC to a switch or a switch
to another switch.

4. Compute node: Each compute node connects to a network interface card. A com-
pute node simulates execution of entry methods on it. It is also attached to a mes-
sage traffic generator, which is used when only an interconnection network is be-
ing simulated. This traffic generator can generate any message pattern on each of
the compute nodes. The traffic generator can send point-to-point messages, reduc-
tions, multicasts, broadcasts, and other collective traffic. It supports BitComple-
ment, BitTranspose, BitReversal, Uniform Distribution, k-shift, and Ring Traffic.
These are based on common communication patterns found in real applications.
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Table 1 Key network parameters used in the experimental setup

Network parameters

Values for simulation scenario-1

Values for simulation scenario-2

1. Channel bandwidth 1.75 Bps 1.75 Bps
2. Packet size 256 Bytes 2048 Bytes
3. Channel delay 9 ms 9 ms

4. Switch delay 0 ms 0 ms

5. Switch virtual channel 2 2

6. Switch port 8 8

7. Switch buffer 1.75 1.75

8. Number of nodes 64 64

9. Message size 200 400

A uniform determines the frequency of message generation or Poisson distribu-
tion.

5. Topology, routing strategies, input, and output virtual channel selection strategies
need to be decided for any interconnection network. Once we have all of these in
place, we can simulate an interconnection network.

The simulator system includes these components:

1. A parallel emulator that emulates a low-level machine API targeting architecture
like Bluegene.
2. A message driven programming language (Charm-++) running on the top of emu-
lator.
. The Adaptive MPI (an implementation of MPI on top of Charm++) environment.
4. A parallel post-mortem mode simulator for performance prediction, including net-
work simulation.

(98]

The key networks parameters that passed to Charm++ tabulated in Table 1. All
the simulations results have been tabulated in Tables 2, 3, respectively, and simul-
taneously put forth using Figs. 4(a—f), 5(a—f). Two types of simulation scenario i.e.
scenario-1 and scenario-2 have been setup for the analysis. Scenario-2 differs from
scenario-1 in terms of packet size and the message size.

4.1.1 Key network parameters for simulation scenario-1 and scenario-2
4.2 Key parameters used for analysis of simulation results

The performance of an IN under dynamic load is usually assessed by two quantita-
tive parameters, Throughput and the Latency. Two important characteristics are the
saturation point and the sustained rate after saturation. Saturation is defined as the
minimum offered load where the accepted bandwidth is lower than the global packet
creation rate at the source nodes. The behavior above saturation is important because
the network and/or the routing algorithm can become unstable, leading to sharp per-
formance degradation. We usually expect the accepted bandwidth to remain stable
after saturation, both in the presence of bursty applications that require peak per-
formance for a short period of time and applications that operate after saturation in
normal conditions, e.g. when executing a global permutation pattern.
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Fig. 4 (a—f) Graphical representation of simulation results (scenario-1) of lower Load Factor versus lower
Latency (microseconds) for Non-Minimal and Minimal Adaptive Routing Algorithms for six Traffic Pat-
tern on 4-ary 3-tree using BigNetSim. The simulation results obtained from BigNetSim are tabulated in
Table 2

Definition 4.2.1 Network Latency: The Network Latency is the time taken for mes-
sages to travel from source to destination, is an important measure of the commu-
nication performance. It does not include the source queuing delay. The end-to-end
latency rises to infinity above saturation and is impossible to gain any information
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Fig. 4 (Continued)

in this case. For this reason, the Network Latency is often preferred to analyze the
network performance.

Definition 4.2.2 Load Factor: Load Factor is the ratio of the mean arrival rate of
packets and the arrival rate that saturates a link.
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Fig. 4 (Continued)

The experimental results of each Traffic Pattern presented according to the Burton
Normal Form (BNF) [2].

Definition 4.2.3 Burton Normal Form: The BNF uses single-graph plot of both la-
tency and throughput. The prime reason for using BNF is that BNF shows both
throughput and latency, before and after saturation. The X-axis corresponds to
achieve throughput, and the Y-axis corresponds to latency (in microseconds). In ad-
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dition, it is worth noting that k-ary n-trees are not bisection-bandwidth limited as the
k-ary n-cubes, whose BNF is normalized on the bisection bandwidth and the upper
bound on the throughput for the uniform traffic.

We have used 4-ary 3-tree for our experiment; hence, the tree has 64 (i.e. k" = 64
as k =4 and n = 3) processing nodes and 48 (i.e. nk"1=48 ask =4 and n =3)
switches.

4.2.1 Comparative analysis of simulation results obtained for scenario-1

Refer Table 1 for key parameters used in the experiment, Table 2 show the re-
sults of the simulation scenario-1 while Table 3 shows the results of the simulation
scenario-2.

4.2.1.1 BitComplement Traffic The BNF of the Complement Traffic shows a sur-
prising behavior, at least at first glance. As can be seen in Fig. 4(a), the saturation
point is at about 67% of the capacity for all flow control strategies. The use of more
than a virtual channel (VC) is counterproductive in terms of network latency [10] so
we have fixed the VC and thereafter analyzed the network. The Complement Traf-
fic belongs to a wide class of permutations that map a k-ary n-tree into itself. These
permutations do not generate any congestion on the descending phase and called
congestion-free. Here, we see that for the Minimal Routing Algorithm graph; the
message latency is approximately same for a Non-Minimal. However, in case of low
network load, the network latency for Non-Minimal Routing Algorithm was 30%
more. Thus, for lesser load the Non-Minimal Algorithm gives better performance.

4.2.1.2 BitTranspose Traffic BitTranspose and BitReversal Traffic are considered
as a standard for testing algorithms on INs. Both have similar distribution in terms
of the distance from source to destination. Figure 4(b) that deals with BitTranspose
Traffic, the network latency shown by Non-Minimal Algorithm is again 23% more
than that of the Minimal Algorithm. There is a steep rise in network latency between
the Load Factor 0.4 and 0.5. However, In case of higher Load Factor values, it is
saturated.

4.2.1.3 BitReversal Traffic In Fig. 4(c), we can see a drastic difference between
Minimal and Non-Minimal Routing strategies as when the Load Factor is considered
as 0.1. The Non-Minimal curve is saturated much earlier than the Minimal curve
that shows a steep rise from 0.6 to 0.7. Finally, there is rising in 10% more network
latency, again, in case of Non-Minimal algorithm.

4.2.1.4 Uniform Distribution Traffic In Fig. 4(d), for Uniform Distribution, the
Non-Minimal Algorithm again performs slightly better than Minimal Algorithm
throughout the range of load applied. There is saturation in the network when the
value of applied load is 0.7.
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Fig.5 Graphical representation of simulation results (scenario-2) of higher Load Factor versus higher La-
tency (microseconds) for Non-Minimal and Minimal Adaptive Routing Algorithms for six Traffic Pattern
on 4-ary 3-tree using BigNetSim. The simulation results obtained from BigNetSim are tabulated in Table 3

4.2.1.5 k-shift Traffic In case of k-shift Traffic, shown by Fig. 4(e), Non-Minimal
curve shows 10% more latency as compared to the Minimal curve. Again, Minimal
curve shows less Latency, and hence better performance throughout the range of load
applied, finally saturating at 0.8 Load Factor.
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4.2.1.6 Ring Traffic

0.2040608 1 12141618 2 22242628

Load Factor

(d) 4-ary 3-tree, Uniform Distribution Traffic

== Minimal

The Ring Traffic shows a deviant behavior when compared to

other Traffic Patterns. As shown by Fig. 4(f), for higher load values, i.e., from 0.7
to 1, the Non-Minimal curve shows better performance than Minimal curve that is
contrary to what observed in other patterns. For lower loads, the nature of the curve
is same as in other Traffic Patterns.
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4.2.2 Comparative analysis of simulation results obtained for scenario-2

In scenario-2, attempts have been made to create congestion like conditions by in-
creasing the packet and message size from 256 to 2048 bytes and 200 to 400, respec-
tively. Refer to Table 1 for key parameters used in the experiment.

4.2.2.1 BitComplement Traffic

The BNF of the Complement Traffic shows a sur-

prising behavior, at least at first glance. As can be seen in Fig. 5(a), for initial loads
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Minimal Algorithm shows 10% better performance than Non-Minimal. Thereafter,
comparable and difference decreases with the increase in load.

4.2.2.2 BitTranspose Traffic BitTranspose and BitReversal are considered as a
standard for testing algorithms on INs. Both have similar distribution over destina-
tions in terms of the distance from source to destination. In Fig. 5(b) that deals with
BitTranspose Traffic, we observe that Minimal is better than Non-Minimal again,
similar to scenario-1, saturation occurs toward the end i.e. on higher loads, and the
difference decreases.

4.2.2.3 BitReversal Traffic Unlike scenario-1, here in Fig. 5(c), we did not observe
any drastic difference between the Minimal and Non-Minimal Routing Algorithm.
The Minimal Algorithm shows 22% better performance than the Non-Minimal.

4.2.2.4 Uniform Distribution Traffic In Fig. 5(d), for Uniform Distribution, the
Minimal Algorithm again performs slightly better than the Minimal Algorithm
throughout the range of load applied. Minimal algorithm shows 22% better perfor-
mance than the Non-Minimal for higher loads.

4.2.2.5 k-shift Traffic In case of k-shift Traffic, shown by Fig. 5(e), we observe that
the performance of Minimal is better than Non-Minimal throughout. However, it is
interesting to note that there exists a wide gap of 31% between Minimal and Non-
Minimal in case of 1.2 Load Factor.

4.2.2.6 Ring Traffic The Ring Traffic shows expected behavior in scenario-2, i.e.,
when congestion is increased by increasing message and packet size. As shown by
Fig. 5(f), for all load values, the Minimal curve shows better performance than Non-
Minimal curve, the difference increases for post 0.8 value of Load Factor.

5 Conclusion

We have introduced Parametric Family of regular topologies that consists of k-ary
n-trees and analyzed two Adaptive Algorithms, on discussed six Traffic Patterns.

As shown in Figs. 4(a)-4(e) and Table 2 under scenario 1, the Network Latency for
Non-Minimal Routing Algorithm is higher as compared to Minimal Routing Algo-
rithm. Moreover, from these results, we can conclude that the network performance
for k-ary n-tree is much higher in case of the Minimal Algorithm as compared to
the Non-Minimal Algorithm. However, for the Ring Traffic Pattern, on higher loads,
i.e., from 0.7-1.0, there is an increase in latency value for the Minimal Adaptive
Algorithm as compared to the Non-Minimal Adaptive that decreases the Minimal
Algorithms performance over the Non-Minimal.

However, in Figs. 5(a)-5(e) and Table 3 under scenario-2 when congestion is in-
creased by increasing packet and message size while keeping the number of virtual
channels constant, we observe that for all Traffic Patterns, including Ring we get
higher performance for Minimal than Non-Minimal thereby proving the Minimal
adaptive algorithm to be better in every case, even after an increase in congestion.
Congestion-free patterns are a powerful tool to reach optimal performance and guar-
anteed scalability.

@ Springer



Comparative analysis of Traffic Patterns on k-ary n-tree 587

6 Future work

We will analyze the various Traffic Patterns on Fat-Tree topology (having larger band-
width on higher nodes) and to analyze whether it has better efficiency than k-ary
n-tree topology.
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