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Q.1.  As we increase the number of features in feature vector, then discdn%%’ngﬁ{g power of

brackets.

seperability between the classes increases. What are the problems that a:g_jges ﬁhen the size of
: . 4 & k] - . - .
features in feature vector is increased and how we can overcom&:thiy: ugswhile maintaining the
T
performance of classification? How we can select the best s%ﬁi@_‘fgﬁhres from feature vector

A S
for classification? Justify your answer with suitable expla%?QSm_ = [COl, CO2]  [5 Marksj
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e e ishorncr diciminat meigﬁldﬁiﬁwﬁ ultiple Discriminant Analysis (MDA)

T

is different from Principal Component Ané]ysm§ (PCA)? Which technique is better for
classification and why? [CO3, CO4] [5 Marks]

Q.3 Consider the given datasetg-&b;gjoggjto the two feature vectors namely w,; and w,. Find the
best projection dlrectxon“uc:ilﬁ;gPéAé%nd MDA. After finding the projection direction, represent
the datasets graphicalggg*w}tlj‘ai is your observation on the basis of seperability between the two
classes while usingP%?@EthDA. [CO4,CO5]  [6 Marks]
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Q.4 Wilat is Support Vector Machine? How do Support Vector Machine Works? What

are Hard-Margin and Soft-Margin SVMs? What are the factors that affect the decision boundary
in SVMs? For N dimensional data set, what is the minimum possible number of Support
Vectors? [CO4] IS Marks]



Q.5 What is the information gain of @, and a, in the given datasets. Draw the decision tree for

the given dataset. : [CO3,CO4] [4 Marks]
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Q.6 Write algorithm to apply the Agglomerative clustering approach? Consideé f[ieéﬁve feature

vectors and each vector has two dimensions as follows:

LW N —

Show the Agglomerative clustering approach w

a) single linkage algorithm

b) complete linkage algorithm. [CO4] [S Marks]
#hachine learning? What are the different types of classifier
used in pattern recognition; Qﬁvé the expression for minimum risk classifier while considering

that, given sampleg %}zﬁél\oﬁig to either class wq or class ;. [CO5] [5 Marks]




