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Abstract—The paper presents the performance analysis of 

routing techniques on 3x3 mesh NOC topology. The effect of 

load variation in delay and total network energy for different 

types of routing is observed.  The simulation is performed on the 

NOXIM network on chip simulator under random traffic 

conditions. The research involves developing of the classification 

model based on support vector machine for the performance 

analysis of both deterministic and adaptive routing schemes. 

The quality parameters provided as input to the model against 

the performance of routing algorithms based on Network-on-

Chip platform are minimum delay, minimum energy and 

maximum throughput. 

 
Index Terms—Classification Model; Energy; Mesh; NOC; 

NOXIM, Routing; Throughput.  

 
I. INTRODUCTION 

 

Network on Chip (NoC) is an extension for common bus 

architecture for modern System on Chip (SoC) integrated 

with a large number of IP blocks [1]. The traditional network 

protocols are embedded in VLSI to accommodate large 

number of processing elements in defined network topology. 

The integration of various IP cores in regular geometry 

increase the scalability of SoC. In as basic network on chip 

model the cores designed are connected to each other and are 

able to communicate over a network of routers and use 

packet-switched method for intercommunication. The rules 

of conduct used in a network on chip architecture consist of 

general and simplified versions of basic communication 

protocols which are similar used in data networks. This 

makes it possible to use accepted and further mature concept 

of communication networks with some of them to mention 

are routing algorithms, switching techniques, flow and 

congestion control in Network-on- chip architecture. The 

technology has improved significantly reuse of resources and 

provides apart from providing highly flexible   and scalable 

communication platform for the design of system on chip. For 

data communications between different segments present on 

chip, the data are converted in the form of packets and 

transmitted through the network. The network has a wired 

connection and routers for forwarding the packets from the 

source to the destination.  Processors, memories and other IP-

blocks which are better known as Intellectual property are 

directly connected to the routers. Which are used for further 

processing of data. A routing algorithm plays an important 

role in deciding the way the packets are to be routed and thus 

responsible for network’s overall operational performance. 

Different routing algorithms are used depending upon 

different applications over the system. There is a need for the 

investigation of several routing algorithms for further 

improvement in the design by means of incorporating various 

new features against purposes [2]-[5]. The next Section 

explains routing algorithms, namely XY, WF, OE, NL, NF, 

FA and DyAD routing algorithm in greater details.  

The rest of the paper is systemized as: The routing 

algorithms are discussed in Section II. In Section III, 

architecture of 2 dimensional 3×3 mesh topology NoC, is 

discussed. The experimental setup and performance analysis 

is discussed in Section IV and V. Finally, the paper is 

concluded in Section VI. 

 

II. ROUTING ALGORITHMS 

 

The routing algorithm, states that the path acquainted by a 

packet between the source and the destination. It is the main 

job involved in the network layer design of NoC. Based on 

where these routing decisions are made the routing is 

classified as source and distributed routing [6]. Routing 

algorithm can also be sequentially based on the adaptive. 

These include deterministic and adaptive routing algorithms. 

The path used by the source is figure-out in earlier. The XY 

routing is an example of deterministic routing. In adaptive 

routing, there are many paths possible from origin to destiny 

[7]. There is another routing algorithm well known as 

partially adaptive routing algorithms which apply restrictions 

on some of the paths for communication leading to deadlock. 

Odd-even routing is the example of one such routing 

algorithm. These sets of computer instruction are simple and 

easy to put into the use when co-related to adaptive routing. 

The routing based on shortest route algorithm for 

conversation is called minimal routing. The routing algorithm 

using the longest way for connection instead of smallest way 

is known as non-minimal routing. The non-minimal routing 

has been proven that, to have some advantage over minimal 

routing some of them to include are the possibility of network 

load balancing and fault tolerance [14]. In static routing the 

path is permanent and cannot be changed once a packet leaves 

the origin and moves towards destiny. But in dynamic routing 

the path can be changed anytime during the transit 

considering network conditions. Routing algorithms defined 

based on their implementation include lookup table and Finite 
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State Machine (FSM).  The following table provides the 

description of different routing algorithms.   
 

Table 1 

Types of Routing Techniques Used Against Performance Analysis 
 

Sr. No Routing Type Features 

1 XY Distributed Deterministic 
1. Simple Implementation 

2. Avoid deadlock and live lock situations 

2 West First (WE) Partially Adaptive 

1. Simple Implementation 

2. Direction based routing e.g. Packets starts routing from west to South, 

South to East and East to North 

3 Odd Even (OE) Distributed Adaptive Completes Implementation 

4 North Last (NL) Partially Adaptive 
Direction based routing e.g. Packets starts routing from west to South, South to 

East and East to North 

5 Dyad Deterministic and Adaptive 
1. Simple Implementation 

2. Avoid Congestions in network and high throughput 

6 Negative First (NF) Partially Adaptive 
Packets move in two paths i.e Negative (West and South) and Positive (East and 

North) 

7 
Fully Adaptive 

(FA) 
Escape Adaptive 

1. Deed lock free Routing 

2. High adoptively for packet routing 

III. ARCHITECTURE OF 2-DIMENSION 3X3 MESH TOPOLOGY 

NOC 

 

 
 

Figure 1: 3x3 mesh NoC model 

 

The routing Algorithms are simulated for a 2-Dimension 

3x3 mesh topology NoC.  Where each circle represents a tile 

in the network. Each tile consists of an IP core is connected 

to a router by a bidirectional core channel (BC). The neighbor 

tiles are interconnected by means of a bidirectional link as 

(NC, EC, SC and WC). Each tile is identified by means of a 

unique integer ID. These can also be identified by means of a 

pair x-coordinate and y-coordinate. Our 2-Dimesion 3x3 

mesh topology NoC is based on a switching mechanism. The 

packets are distributed into small segments called flits. Flits 

are of three types, which are known as head flit, data flit and 

tail flit. All the three routing algorithms, XY routing 

algorithm, OE routing algorithm and DyAD routing 

algorithms are classified on the basis of these characteristics 

[8]-[11]. 

 

IV. EXPERIMENTAL SETUP 

 

The simulation is performed on NOXIM - the NoC 

Simulator. The simulator is developed by the University of 

Catania. NOXIM is having modular design and a extendable 

system based on system C [12].  Simulations for all the 

routing algorithms were performed under same 

configurations under varying load. The system tiles are linked 

to the random traffic generator system. The packet size is of 

2 bytes with random destination mode and having a buffer 

size of 4 bytes. The percentage load to be used is varied 

starting with 0.01 to 0.10 in the steps of 0.01. Simulation runs 

for 10000 clock cycles and the clock frequency is 2 GHz and 

following results related to the performance were obtained. 

 

V. PERFORMANCE ANALYSES 

 

The performance analysis of the compression techniques 

was performed using the parameters as Total Packets 

Received (TPR), Global Average Throughput (GAT), 

Average Throughput (AT), Average Delay (AD), Global 

Average Throughput flits / cycles (GATF) and Total Energy 

(TE). The metrics are obtained from the equations as 

mentioned in Table 2. 

 

A. Total Packets Received 

The average of packets received for random traffic and 

varying load was observed to be maximum in case of XY 

routing (3291.1) pkts. The accepted minimum total packets 

received were observed for the NL routing (3056.1) pkts. 

There was a drop in total packets received observed for NF 

and FA routing algorithms when the varying load was >0.05. 

 

Table 2 

 Comparison of Routing Techniques 
 

Sr. No 
Routing 

Techniques 

Quality Parameters 

TPR GAT AT AD GATF TE 

1 XY 3291.1 0.2253 0.26586 0.209 0.225356 3.30E-05 
2 WF 3212.4 0.2154 0.25444 0.20994 0.215476 3.27E-05 

3 OE 3100.1 0.2112 0.24902 0.21978 0.211294 3.38E-05 

4 NL 3056.1 0.2061 0.24234 0.24468 0.206112 3.21E-05 

5 DY 3119.3 0.2129 0.25068 0.23878 0.212987 3.45E-05 

6 NF 805.4 0.0966 0.09062 0.02146 0.096673 1.80E-05 

7 FA 643.6 0.1362 0.07075 0.03452 0.136286 6.45E-06 



Performance Analysis of Routing Algorithms in 2D Mesh Based NoC Under Varying Load Using Support Vector Machine 

 e-ISSN: 2289-8131   Vol. 9 No. 3-6 69 

 

Figure 2: The comparison of routing techniques DY, FA, NF, NL, OE, WE and XY against quality parameters as mentioned in Table 2. 
 

B. Global Average Throughput (Flits/Cycle) 

The global average throughputs were also measured in 

terms of Number of flits/cycles. The global throughput of XY 

routing has maximum value i.e 0.22535 followed by West 

First = 0.21547, Dyadt = 0.21298, Odd Even = 0.2112, North 

Last = 0.20611. It was found to be Minimum against Negative 

First = 0.09667 & Fully Adaptive = 0.13628. 

The acceptable Minimum global average throughput was 

fixed as North Last = 0.20611. Since Negative First and Fully 

Adaptive were observed to fail to perform above loads > 0.05. 

C. Throughput 

The throughput was also calculated in terms of 

flits/cycle/Ip, which was Maximum for XY having value = 

0.26586. The Minimum values were observed against West 

First = 0.2544, Dyadt = 0.2506, Odd Even = 0.2490, North 

Last = 0.2423. Although, the lowest throughput values were 

observed for Negative First = 0.0906 and Fully Adaptive = 

0.0707 so  Negative First and Fully Adaptive fail to perform 

under loads >0.05. 

 

 

  
Figure 3: The grouping of compression techniques DY, FA, NF, NL, OE, 

WE and XY against total packet received TPR 
Figure 4: The grouping of compression techniques DY, FA, NF, NL, OE, 

WE and XY against Total Flits Received TFR 
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Figure 5: Linear relationship between XY, WE, OE, NL, DY, NF, and FA Routing Techniques as mentioned in Table 1 
 

D. Average Delay 

The Minimum delay was observed for XY = 0.209 

followed by West First, Odd Even, Dyadt and North Last 

having values 0.20994, 0.21978, 0.23878, 0.24468 resp. 

Excluding Negative First and Fully Adaptive which have 

Minimum delays unable to perform under loads > 0.05. 

 

E. Global Average Throughput (Flits/Cycles) 

The global average throughput for random traffic and 

varying load was observed to be maximum in case of XY 

routing (0.225356) flits/cycles. The accepted minimum 

global average delay of packets received were observed for 

the NL routing (0.206112) flits/cycles. There was 

unacceptable drop in global average throughput in network 

observed for NF and FA routing algorithms when the varying 

load was >0.05.ww. 

 

F. Total Energy 

The average delay for random traffic and varying load was 

observed to be maximum in case of DY routing (3.45E-05) J. 

The accepted minimum global average delay of packets 

received was observed for the NL routing (3.21E-05) J. There 

was an  unacceptable drop in average throughput in network 

observed for NF and FA routing algorithms when the varying 

load was > 0.05.The total 72 samples were analyzed and two 

groups were formed. The one with 55 cases were having total 

packets received (TPR) > 775 and second having 7 cases with 

total packets received (TPR) < 775.The routing techniques 

NL, OE, WE and XY were not present in the second group. 

Which indicates total packets received (TPR) was high for  

NL,OE,WE and XY while it was observed to be low for DY 

,FA and NF. The total 72 samples were analyzed and two 

groups were formed. The one with 54 cases were having total 

flits received (TFR) > 4747 and second having 8 cases with 

total packets received (TFR) < 4747.The routing techniques 

NL,WE and XY  were  not present in the second group. 

Which indicates total flits received (TFR) was high for 

NL,OE,WE and XY while it was observed to be low for DY, 

FA, NF and OE. In the linear relationship between the routing 

techniques the score of XY Routing technique with WE and 

OE was observed to be maximum having value (0.998). 

While XY was having a low linear relationship score with 

WE , NF and  OE  having value  (0.227).  The analysis various 

routing techniques were performed using correlation. The 

values for correlations are represented by the correlation 

coefficients (p). The range of possible values for (p) varies 

from -1.0 to +1.0. The correlation coefficients (p) having 

values less than zero represent a negative relationship while 

greater than zero represent a positive relationship. Close 

positive relationships were established between XY, NL, 

WE, OE and DY. While NF and  FA was observed to be in 

two separate groups. 

 

VI. CONCLUSION AND FUTURE SCOPE 

 

After comparing all the routing algorithms against the 

parameters including throughput, max. delay and energy the 

XY routing was found to perform better followed by WF, OE, 

NL and DY. While an unacceptable behavior was observed 

against NF and FA routing algorithms. In the  NF and FA 

routing algorithms there was a drop in the total packets 

received leading to low throughput, low delay and low energy 

consumption once load reached a threshold value 0.05 in a 

random traffic scenario. The proposed model is good for 2-

Dimension 3x3 mesh topology NoC. The same technique can 

be used for other topologies. 
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Figure 6: The Correlation map between XY, WE, OE, NL, DY, NF, and FA Routing Techniques 

 

 

 


