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Abstract In this paper, we have developed analytical stochastic communication tech-
nique for inter and intra-Networks-on-Chip (NoC) communication. It not only sep-
arates the computation and communication in Networks-in-Package (NiP) but also
predicts the communication performance. Moreover, it will help in tracking of the
lost data packets and their exact location during the communication. Further, the pro-
posed technique helps in building the Closed Donor Controlled Based Compartmen-
tal Model, which helps in building Stochastic Model of NoC and NiP. This model
helps in computing the transition probabilities, latency, and data flow from one IP to
other IP in a NoC and among NoCs in NiP. From the simulation results, it is observed
that the transient and steady state response of transition probabilities give state of data
flow latencies among the different IPs in NoC and among the compartments of NoCs
in NiP. Furthermore, the proposed technique produces low latency as compared to the
latencies being produced by the existing topologies.
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1 Introduction and Motivation

Systems-on-chip (SoC) design provides an integrated solution for challenging design
problems appearing in the telecommunications, multimedia, and consumer electronic
domains. With Deep Sub-Micron (DSM) technology, chip designers are expected to
create SoC solutions by connecting different Intellectual Property (IP) using efficient
and reliable interconnection schemes known as Networks-on-Chip (NoC). This tech-
nique makes a clear distinction between computation (the tasks performed by the IPs)
and communication (the interconnect between the IPs).

A NoC is formed by connecting either homogeneous or heterogeneous IPs on a
single chip. Since modern NoCs are becoming extremely complex, therefore, there
are many challenges in this new area of research. One of the major challenges,
which we are concentrating on in this paper, is On-chip wire delays or latency which
has become more critical than gate delays, and recently the synchronization prob-
lem between the IPs are more apparent. This trend worsens more as the clock fre-
quency increases and the feature size decreases [1]. However, the problem of high
latency remains an open question and important factor in real time applications [2,
3]. This problem worsens more during parallel communication among NoCs using
Interconnects-on-Chip (IoC) as suggested in [4–7] and initiated new types of mal-
functions and failures such as loss of data packets and its information (location).

Latency in NoC can be measured by calculating the latency in switches and propa-
gation delay in IoC [8]; however, it depends on the NoC topology considered. The dif-
ferent NoC topologies already in used are discussed in [9] and they provide different
communication structure in NoC as discussed in [10]. The issue of latency, lost data
packets, and their exact location during parallel communication cannot be character-
ized using deterministic measurements and, therefore, we have used the probabilistic
technique called Stochastic Communication.

Since 2003, various researchers have already developed stochastic communication
technique for on-chip [11–13] or inter-NoC (local or communication within the IPs)
communication and reported in [3, 14, 15] with its drawbacks comprehensively dis-
cussed in [14]. However, the stochastic communication technique for intra- (global
or among different NoCs in NiP) NoC communication was ignored and remained out
of the lime light. Therefore, in this paper, we have developed a stochastic communi-
cation technique for intra-NoC communication. It not only separates the computation
and communication in NiP but also predicts the communication performance.

The communication structure in NiP is divided into two zones; one is On-chip
(inter or local) communication and other is On-package (intra or global) commu-
nication. In order to set up stochastic communication in a local and global zone, a
Closed Donor Controlled Based Compartmental Model is used. This model treats
IPs as compartmental IPs, which represents the flow of data from source IP to Des-
tination IP and helps in deriving the compartmental matrix. This matrix is converted
into the transition probability matrix in order to obtain Absorbing Markov Chain for
Stochastic Modeling. This modeling is very useful to calculate the latency, transition
probabilities, and expected time of data flow from one IP to other IP in a NoC and
among NoCs in NiP.

The rest of the work is as follows: Sect. 2 introduces the various terms and tech-
nologies used throughout this paper. Section 3 discusses the data flow networks in
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NoC followed by its compartmental and stochastic modeling, respectively, in Sect. 4
and Sect. 5. The simulation results of stochastic modeling of NoC are discussed in
Sect. 6. From Sect. 7 to Sect. 9, we have discussed the stochastic modeling of NiP as
a case study followed by the conclusion.

2 Preliminaries and background

2.1 Systems-on-chip

SoC refers to integrate all components of a computer or other electronic system into
a single integrated circuit [16]. It may contain digital, analog, mixed-signal, and of-
ten radio-frequency functions all on one chip. A typical application is in the area of
embedded systems. SoC is believed to be more cost effective since it increases the
yield of the fabrication and because its packaging is simpler.

2.2 Networks-on-chip

NoC is a new approach to SoC design [1, 17, 18]. NoC-based systems can accom-
modate multiple asynchronous clocking that many of today’s complex SoC designs
use. The NoC solution brings a networking method to on-chip communication and
brings notable improvements over conventional bus systems. It is an emerging par-
adigm for communications within the large VLSI systems implemented on a single
silicon chip [16].

In a NoC system, components such as processor, memories, and specialized IP
blocks exchanges data using a network. It is constructed using multiple point-to-
point data links interconnected by switches, such that messages can be relayed from
any source module to any destination module over several links, by making routing
decisions at the switches. Moreover, it is similar to a modern telecommunications
network, using digital bit-packet switching over multiplexed links. Although packet
switching is sometimes claimed as necessity for a NoC, however, there are several
NoC proposals utilizing circuit-switching techniques. In this paper, we are concen-
trating on Application-Specific NoCs [18], which have been designed for providing
specific functionality.

Further, a NoC may consist of different or similar IPs and these communicate
through a local communication network. First, data is processed by the first IP and
then it is communicated to other IP. Finally, the processed data in a NoC is com-
municated to the other NoC through global interconnect on the (same) NiP. A NoC
separates the local communication from the IP computation and NiP separates the
global communication from NoC computation (local communication).

2.3 Networks-in-package

NiP is a solution for intra-NoC communication, where power dissipation, perfor-
mance, and size of processing package are the major concerns. It is a group of NoCs
mounted on a single package. Its design provides integrated solutions to challeng-
ing design problems in the field of multimedia and real time embedded applications.
Moreover, NiP is a platform that interlinks different applications, which are running
on different NoCs to execute a real time task. It links the processes executed under
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different NoCs through a Multi-stage Interconnection Network (MIN). Specifically,
modern NiP structure composed of different Application-Specific NoCs; and these
are allowed to communicate with each other through a multistage interconnection
network (MIN) [5] in order to execute the mission critical.

2.3.1 Multi-stage Interconnection Network

MINs are originated from the design of high performance parallel computers. A major
factor that differentiates the modern multiprocessor architectures is topology, routing
strategy, and switching technique. Moreover, MINs are building up of switching ele-
ments; topology is the pattern in which the individual switches are connected to other
elements, like processors, memories and other switches. In this paper, MIN has been
used as a IoC [5–7].

2.4 Stochastic

Generally, the word stochastic describes an approach to anything that is based on
probability. In mathematics, a stochastic approach is one in which values are obtained
from a corresponding sequence of jointly distributed random variables. Classical ex-
ample: guessing the amount of water in a reservoir based on the random distribution
of rainfall and water usage [18, 19].

2.4.1 Stochastic process

A stochastic process [19, 20], or sometimes random process, is the counterpart to a
deterministic process in probability theory. Instead of dealing only with one possi-
ble “reality” of how the process might evolve over time, in a stochastic or random
process there is some indeterminacy in its future evolution described by probability
distributions. This means that even if the initial condition is known, there are many
possibilities the process might go to, but some paths are more probable and others
less [20].

2.4.2 Stochastic communication

The Stochastic Communication [3, 14, 15, 21] is a novel communication paradigm
for SoC. This scheme separates communication from computation by allowing a IoC
to be designed as a reusable IP, which provides a built-in tolerance to Deep Submicron
(DSM) failures without a significant performance penalty. By using this communica-
tion scheme, a large percentage of data upsets, packet losses due to buffer overflows,
and severe levels of synchronization failures can be tolerated, while providing high
levels of performance.

2.5 Application-specific NiP architecture

The general architecture of Application-Specific NiP resembles with the Open Sys-
tems Interconnection (OSI) Model. The Physical Layer refers to the electric details
of wires, the circuits and techniques to drive information, while the Data Link Layer
ensures a reliable transfer and deals with Medium Access Sublayer. At the Network
Layer, there are issues related to the topology and the consequent routing scheme,
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while the Transport Layer manages the end-to-end services and the packet segmenta-
tion/reassembly. Upper Layers can be viewed (merged up to the Application) as a sort
of Adaptation Layer, which implements services in hardware. Further, it provides the
common interface through that all NoCs communicate together more efficiently and
robustly. It has three different types of building blocks [10] and they are as follows:

1. The on-chip network interface (N/W IF) connects the IP core (present inside
NoC-1) with on-chip network router. Further, off-chip N/W IF connects the en-
tire NoC-1 with other NoC (which is present on the same package) using IoC.

2. The router is responsible for the flow of data traffic across the network and for the
Quality of Service (QoS) offered by the network.

3. The physical link is responsible for the actual propagation of the signals across
the network and to/from the external IP and the subsystems.

Figures 1, 2 show a general NiP architecture where four NoC chips are mounted on
a single package. These NoCs communicate with each other through an intermediate
chip, called as IoC [11–14]. Figure 3, describes the internal architecture of NoC-1
used in NiP.

2.5.1 Interconnects-on-Chip architecture

The architectural design of IoC is similar to a small MIN, widely used for broad-
band switching technology and for multiprocessor systems. Besides this, it offers
an enthusiastic way of implementing switches/routers used in data communication
networks. With the performance requirement of the switches/routers exceeding sev-
eral terabits/sec and teraflops/sec, it becomes imperative to make them dynamic and
fault-tolerant. The typical modern day application of the MINs includes fault-tolerant
packet switches, designing unicast, and multicast router fabrics [22–33].

Figures 4, 5 show the different types of IoC i.e. one belongs to the class of irregular
fault-tolerant MIN and other belongs to the class of regular fault-tolerant MIN. This
first IoC, shown in Fig. 4 consists of five routers; working as Switching Elements
(SE) is known as PNN and Fig. 5 shows the architecture of HXN with 6 SE [4–7].
These routers are connected together through a links. Some of the links are known as
chaining or express links, which makes the IoC highly, fault tolerant.

3 Data flow network in NoC for stochastic communication

In this section, the compartmental-based probabilistic data broadcasting, among the
IPs is suggested. This broadcasting is a random process, which is similar to the ran-
domized gossip protocols as discussed in [3]. When the data (in the form of packets)
transmitted from source IP to destination IP through its neighbors in the grid based
square NoC as shown in Fig. 6, then IP communicates with this data using proposed
probabilistic broadcasting scheme. It is a well-known fact that in a NoC, any IP can
be used as the source IP or intermediate IP or destination IP and the data can flow in
many possible ways (depending upon the requirements).

Figure 7, shows one of the data flow network for Application-Specific NoC, which
consist of few IPs and routers. The Network Adapter (or Interface) implements the
interface, which help to connect one IP to other IP on the same NoC. Its function is to
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Fig. 3 Internal architecture of NoC-1 used in NiP

Fig. 4 PNN as
Interconnect-on-Chip

Fig. 5 HXN as
Interconnect-on-Chip

decouple computation (the IPs) from communication (the network). Router routes the
data according to chosen protocol and implements the routing strategy. Links connect
the nodes, providing the raw bandwidth and may consist of one or more logical or
physical channels [10]. Here, Fig. 7 is used again to build the scenario for inter-NoC
stochastic communication (more specifically IP to IP communication): If the data has
to be sent from Digital Signal Processor (DSP) to Field-programmable Gate Array
(FPGA) and Processing Unit (PU) then one of the data flow network from NoC can
be extract and can be classified in to five compartments. These five compartments are
as follows:

1. Source IP is represented using (X1),
2. Intermediate IPs are represented using (X2 and X3) and
3. Destination IPs are represented using (X4 and X5).
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Fig. 6 Topological illustration
of a 4-by-4 grid structured
homogeneous NoC

Fig. 7 Application-Specific
NoC

Fig. 8 Data flow network for stochastic communication

The data flow network shown in Fig. 8 is also known as stochastic network and
can be used for stochastic modeling by following certain assumptions:

1. The total number of data packets is constant.
2. The model is closed donor controlled based model.
3. The model is mass conservative.
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Fig. 9 Dynamic behavior of data flow network in NoC. Here, the graph legends are coded as follows:
a = X1, b = X2, c = X3, d = X4 and e = X5

The behavior of data flow network for stochastic communication, shown in Fig. 8
can be further described by the following set of differential equations:

dX1

dt
= −αX1 (1)

dX2

dt
= αX1 − βX2 (2)

dX3

dt
= βX2 − γX3 (3)

dX4

dt
= (1 − μ)γX3 (4)

dX5

dt
= μγX3 (5)

N = X1 + X2 + X3 + X4 + X5 (6)

Where α,β and γ are the different data flow rates from respective compartment.
Figure 9 shows the dynamic behavior (number of packets transferred per unit of

time) of basic data flow network in NoC for N = 575, X1(0) = 500, X2(0) = 50,
X3(0) = 25 and X4(0) = X5(0) = 0, where N is total number of data packets to
be transmitted. For on-chip synchronization, all the flow rates are taken equal, i.e.,
α = β = γ = 0.01 and the value of separation constant μ is 0.1. Equations (1)–(6)
describe the behavior of stochastic network and the five compartments (X1 − X5)
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appearing in these equations are treated as physical state space variables. Since these
equations are linear differential equations, thus the homogeneous solution for these
can be derived further.

4 Compartmental modeling of data flow network in NoC

In this section, the compartmental matrix from the state space equations (1)–(6) is
derived. These equations define the dynamic behavior of data flow networks as shown
in Fig. 9 and can be further expressed in the form of matrix as given below.

Ẋ(t) = AX(t) (7)
⎛
⎜⎜⎜⎜⎜⎝

Ẋ1

Ẋ2

Ẋ3

Ẋ4

Ẋ5

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎝

−α 0 0 0 0
α −β 0 0 0
0 β −γ 0 0
0 0 (1 − μ)γ 0 0
0 0 μγ 0 0

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

X1
X2
X3
X4
X5

⎞
⎟⎟⎟⎟⎠

(8)

A =

⎛
⎜⎜⎜⎜⎝

−α 0 0 0 0
α −β 0 0 0
0 β −γ 0 0
0 0 (1 − μ)γ 0 0
0 0 μγ 0 0

⎞
⎟⎟⎟⎟⎠

(9)

where A, represents a compartmental matrix. The solution of homogeneous state (7)
is as follows:

X(t) = eAtX(0) (10)

X(t) =

⎛
⎜⎜⎜⎜⎝

X1(t)

X2(t)

X3(t)

X4(t)

X5(t)

⎞
⎟⎟⎟⎟⎠

(11)

eAt = L−1[(sI − A)−1] (12)

or

eAt = I + At + 1

2!A
2t2 + · · · + 1

i!A
iti (13)

where eAt represents the state transition matrix of data flow network, X(0) is the
column matrix (which shows the initial conditions of the stochastic model) and I is
the identity matrix.



790 Nitin, D.S. Chauhan

4.1 Properties of compartmental matrix

The certain important properties of compartmental matrix hold by the matrix A are
given below:

1. The diagonal elements of compartmental matrix are zero or negative elements.
2. The nondiagonal elements of compartmental matrix are zero or positive.
3. The first Eigen value of compartmental matrix is zero.
4. The sum of elements in each column of compartmental matrix is equal to zero.
5. Compartmental matrix is a Metzler matrix.
6. It obeys the law of mass conservation.

5 Stochastic modeling of data flow network in NoC

In this section, the compartmental matrix A is converted into the transition probability
matrix P in order to obtain Absorbing Markov Chain for stochastic modeling. This
modeling is very useful to calculate the latency, transition probabilities, and expected
time of data flow from one IP to other IP in a NoC and among NoCs in NiP.

Before we proceed to obtain transition probability matrix P , we need the help
of derivation of (14) is already explained and provided by the authors of [34]. The
same proof (in brief) is provided here to provide more clarity and simplifying the
calculations clear and understandable.

Definition 1 The transition probability matrix can be derived from compartmental
matrix using following relation:

P = (I + hA)T (14)

Proof The probability pi(n) that the random variable is in state i at any time n may
be found from the level of numbers or quantity of random variables xi(n) in that state
(now called compartment) at time n. Indeed, pi(n) = xi(n)/

∑k
j=1 xj (n), where k

denotes the number of states and the levels at time n + 1 are given in terms of those
at time n by the same equation,

XT
n+1 = XT

n P, n = 0,1,2, . . . , (15)

as the probabilities. Here, Xn is a column vector of material levels. Then

XT
n+1

⎡
⎢⎢⎣

1
1
.

1

⎤
⎥⎥⎦ = [

xn+1,1, xn+1,2, . . . , xn+1,k

]
.

⎡
⎢⎢⎣

1
1
.

1

⎤
⎥⎥⎦ = XT

n P

⎡
⎢⎢⎣

1
1
.

1

⎤
⎥⎥⎦ = XT

n

⎡
⎢⎢⎣

1
1
.

1

⎤
⎥⎥⎦ (16)

since [1,1, . . . ,1]T is always a right eigenvector corresponding to the steady state
Eigen value of 1 of P . If started with a quantity q = ∑n

j=1 xj (0) of materials in the
system, then the total quantity in the system remains at q for all time by (16). Thus,



Stochastic communication for application-specific Networks-on-Chip 791

pi(0) = xi (0)
q.

and (15) is one form of equation of a compartmental system, but a more
common format is as a difference equation

XT
n+1 − XT

n = XT
n (P − I )

Alternatively, by taking transpose, it becomes

�Xn = (P T − I )Xn (17)

If the time step, i.e., the time between trials, is h rather then 1, then Xn = X(nh) and
the left side of (17) is replaced by the difference quotient, i.e.,

X(nh + h) − X(nh)

h
= 1

h
(P T − I )X(nh) = AX(nh) (18)

Let

t = nh

⇒ X(t + h) − X(t)

h
= AX(t) (19)

This left side is approximately the derivative, therefore, X′ = AX. This is the differ-
ential equation for the compartmental matrix and hence A = 1

h
(P T − I ), where P

the transition probability matrix and h is the time between events or trials or more
specifically P = (I + hA)T . �

Now put the values of (9) in (14) and it will result in the following matrix P as
follows:

P =

⎛
⎜⎜⎜⎜⎝

1 − hα 0 0 0 0
hα 1 − hβ 0 0 0
0 hβ 1 − hγ 0 0
0 0 h(1 − μ)γ 1 0
0 0 hμγ 0 1

⎞
⎟⎟⎟⎟⎠

T

(20)

P =

⎛
⎜⎜⎜⎜⎝

px1x1 px1x2 px1x3 px1x4 px1x5

px2x1 px2x2 px2x3 px2x4 px2x5

px3x1 px3x2 px3x3 px3x4 px3x5

px4x1 px4x2 px4x3 px4x4 px4x5

px5x1 px5x2 px5x3 px5x4 px5x5

⎞
⎟⎟⎟⎟⎠

(21)

P =

⎛
⎜⎜⎜⎜⎝

1 − hα hα 0 0 0
0 1 − hβ hβ 0 0
0 0 1 − hγ h(1 − μ)γ hμγ

0 0 0 1 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎠

(22)
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Fig. 10 Stochastic diagraph
(Absorbing Markov Chain) of
data flow network in NoC

From (22), it is understood that sum of all the elements in each row of transition
probability matrix P is equal to 1. Hence,

5∑
j=1

pij = 1 where i, j = 1, . . . ,5 (23)

5.1 Properties of transition probability matrix

The certain important properties of transition probability matrix P are given below:

1. The first eigen value of transition probability matrix is equal to 1.
2. The sum of all elements in each row of transition probability matrix is equal to 1.
3. This matrix is also known as Markov matrix.

5.2 Deriving Markov chain from transition probability matrix

In this section, we have derived the absorbing Markov chain for stochastic modeling
from the transition probability matrix P . Figure 10 represents the stochastic diagraph
of transition probability matrix P .

Before we proceed to obtain the absorbing Markov chain, we need the help of
explanation of (24) is already explained and provided by the authors of [34] and
some portions are further discussed by the authors of [35–37]. The same explanation
(in brief) is provided here to provide more clarity and simplifying the calculations
clear and understandable.

Definition 2 In an Absorbing Markov Chain with states ordered such that the transi-
tion probability matrix P has the form:

P =
[
Q R

0 I

]
(24)

In addition, the following holds:

1. Qt → 0 as t → ∞.
2. R∞ = (I − Q)−1R.
3. The expected number of times a chain is in the non-absorbing state kj given that

it started in ki is given by the corresponding element of (I − Q)−1.

The matrix (I −Q)−1 is often referred as Markov Chain Fundamental Matrix for each
nonabsorbing state, there is an absorbing state with a path of minimum length. Let
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r be the maximum length of all such paths. Therefore, in r steps, there is a positive
probability p of entering one of the absorbing states regardless of where you started.
The probability of not reaching an absorbing state in r steps is (I −p). After the next
r steps, it is (I − p)2 and after kr steps, it is (I − p)k . Since this approaches 0 as
k → ∞, the probability of being in any non absorbing state approaches 0 as t → ∞.
However, the elements of Qt are just these probabilities. Here, (I −Q)−1 will give us
the expected time of data flow from one IP to other IP. Moreover, R∞ = (I −Q)−1R

will give us the probability of data transmission to the destination IP.

5.3 Stochastic analysis of NoC communication

In this section, the compartmental-based stochastic communication scheme is verified
using (22) and (24). Hence, the required matrix P is as follows:

P =
[
Q R

0 I

]
=

⎡
⎢⎢⎢⎢⎢⎣

⎡
⎣

1 − hα hα 0
0 1 − hβ hβ

0 0 1 − hγ

⎤
⎦

⎡
⎣

0 0
0 0

h(1 − μ)γ hμγ

⎤
⎦

[
0 0 0
0 0 0

] [
1 0
0 1

]

⎤
⎥⎥⎥⎥⎥⎦

(25)
The last state of this Markov chain I is the absorbing state, which consists of

destination IP in NoC. For α = β = γ = 0.01 and μ is 0.1. The time for each event
or transition h is 0.1. This implies

P =

⎡
⎢⎢⎢⎢⎣

0.999 0.001 0 0 0
0 0.999 0.001 0 0
0 0 0.999 0.0009 0.0001
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

(26)

Q =
⎡
⎣

0.999 0.001 0
0 0.999 0.001
0 0 0.999

⎤
⎦ ,

(27)

R =
⎡
⎣

0 0
0 0

0.0009 0.0001

⎤
⎦ and I =

[
1 0
0 1

]

For transient response,

(I − Q)−1 =
⎡
⎣

1000 1000 1000
0 1000 1000
0 0 1000

⎤
⎦ (28)

The (I − Q)−1 helps to calculate the following transition probabilities:

1. Expected time during which the data is available with source IP(X1) = 1000
nanoseconds.
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2. Expected delay to reach the intermediate IP(X3) = 1000 + 1000 = 2000 nanosec-
onds.

3. Expected time during which the data is live on intermediate IP(X3) = 1000
nanoseconds.

4. Expected delay to reach from intermediate IP(X2) to the destination IP(X4) =
1000 + 1000 = 2000 nanoseconds.

5. Expected delay to reach from source IP(X1) to the destination IP(X4) = 1000 +
1000 + 1000 = 3000 nanoseconds.

For steady state response

R∞ = (1 − Q)−1 R =
⎡
⎣

0.9 0.1
0.9 0.1
0.9 0.1

⎤
⎦ (29)

From R∞ = (1 − Q)−1R matrix, the following can be calculated:

1. Probability of data reception by IP X4 = 0.9
2. Probability of data reception by IP X5 = 0.1

For the steady state, complete transition probability matrix is

P∞ =
[
Q∞ R∞

0 I

]
(30)

P∞ =

⎡
⎢⎢⎢⎢⎣

0 0 0 0.9 0.1
0 0 0 0.9 0.1
0 0 0 0.9 0.1
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

(31)

The regular matrix P at ∞ will be a null matrix and it will have the certain probabil-
ities to receive the data depending upon the value of the separation constant h.

6 Simulation and results

Figures 11, 12, 13, Tables 1–3 and P(XiXj ) shows the transition probabilities of data
flow from one (Xi) IP to (Xj ) IP where i = 1, . . . ,3 and j = 1, . . . ,5. From this sto-
chastic model, one can calculate the total transition probabilities between any two IPs
and further, it will help in calculating the latency. In addition, the proposed technique
makes separation between communication and computation in NoC. Furthermore:

1. It gives the information about the data packets propagation.
2. It provides the directional movement of data packet, i.e., when the column entries

of the transition probabilities table are 0 that implies data is no more available at
that node.

3. It gives the information about the time during which the data is live across a load,
i.e., the data will remain with the node until the transition probabilities of concern
node becomes to zero.
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Fig. 11 Transition probabilities of data flow for IP(X1). Here, the graph legends are coded as follows:
pa = p(X1X1), pb = p(X1X2), pc = p(X1X3), pd = p(X1X4), and pe = p(X1X5)

4. It gives the status of data propagation along with their transition probabilities, i.e.,
the data can be traced or dragged across any intermediate node, while the transition
probability is at maximum peak. It helps to use the data from intermediate SEs for
real time interfacing applications.

5. These results (the combine output of step 1 to step 4) helps to predict the latency
from node to node and from Input to Output using the formula: Latency = Number
of transitions at which maximum transition probability appear × Transition inter-
val.

6. This technique also fits in the different architecture of NoC where link length
varies, consequently, the value of h varies accordingly.

7 Case study

7.1 Data flow network in NiP for stochastic communication

In this section, the compartmental-based probabilistic data broadcasting among the
NoCs through HXN [5–7] is proposed. Again, this process of communication is a
random process, which is similar to the randomized gossip protocols or epidemic
process already explained in [3]. The data is transmitted (in the form of packets)
from source IP to destination IP (should be mounted on different NoCs) using a prob-
abilistic broadcast scheme. Specifically, the source IP sends the data packets to the
destination IP through the off-chip N/W IF and HXN as shown in Fig. 14. Here, one
of the data flow network in NiP is used and it consists of both heterogeneous and
homogeneous NoCs. Here, Fig. 14 is used again to build the scenario for the intra
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Fig. 12 Transition probabilities of data flow for IP(X2). Here, the graph legends are coded as follows:
pa = p(X2X1), pb = p(X2X2), pc = p(X2X3), pd = p(X2X4), and pe = p(X2X5)

Fig. 13 Transition probabilities of data flow for IP(X3). Here, the graph legends are coded as follows:
pa = p(X3X1), pb = p(X3X2), pc = p(X3X3), pd = p(X3X4), and pe = p(X3X5)

NoC stochastic communication (more specifically NoC to NoC communication). Ex-
ample: If the data has to be sent from Multiple Instructions Per Second (MIPS) IP,
residing in NoC-1 (has a heterogeneous architecture) to IP in NoC-4 (has a homoge-
neous architecture then one of the data flow network from NiP can be extract and can
be classified in to seven compartments. These seven compartments are as follows:

1. X1 → MIPS IP in NoC-1
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Table 1 Transition probabilities of data flow for IP(X1)

Number Transition probabilities

of transitions p(X1X1) p(X1X2) p(X1X3) p(X1X4) p(X1X5)

1 0.999 0.001 0 0 0

2500 0.082 0.2052 0.2566 0.4106 0.0456

5000 0.0067 0.0336 0.0842 0.7879 0.0875

7500 0.0006 0.0041 0.0155 0.8818 0.098

10,000 0 0.0005 0.0023 0.8975 0.0997

12,500 0 0 0.0003 0.8997 0.1

15,000 0 0 0 0.9 0.1

Table 2 Transition probabilities of data flow for IP(X2)

Number Transition probabilities

of transitions p(X2X1) p(X2X2) p(X2X3) p(X2X4) p(X2X5)

1 0 0.999 0.001 0 0

2500 0 0.082 0.2052 0.6416 0.0713

5000 0 0.0067 0.0336 0.8637 0.096

7500 0 0.0006 0.0041 0.8958 0.0995

10,000 0 0 0.0005 0.8996 0.1

12,500 0 0 0 0.9 0.1

15,000 0 0 0 0.9 0.1

Table 3 Transition probabilities of data flow for IP(X3)

Number Transition probabilities

of transitions p(X3X1) p(X3X2) p(X3X3) p(X3X4) p(X3X5)

1 0 0 0.999 0.0009 0.0001

2500 0 0 0.082 0.8262 0.0918

5000 0 0 0.0067 0.894 0.0993

7500 0 0 0.0006 0.8995 0.0999

10,000 0 0 0 0.9 0.1

12,500 0 0 0 0.9 0.1

15,000 0 0 0 0.9 0.1

2. Y2 → Off-chip N/W IF
3. Z3 → HXN on-chip router
4. Z4 → HXN on-chip router
5. Z5 → HXN on-chip router
6. Y6 → Off-chip N/W IF
7. X7 → IP in NoC-4
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Fig. 14 Data flow network for stochastic communication

The behavior of data flow model shown in Fig. 14 can be described by the follow-
ing set of differential equations:

dX1

dt
= −αX1 (32)

dY2

dt
= αX1 − βY2 (33)

dZ3

dt
= βY2 − γZ3 (34)

dZ4

dt
= γZ3 − γZ4 (35)

dZ5

dt
= γZ4 − βZ5 (36)

dY6

dt
= βZ5 − αY6 (37)

dX7

dt
= αY6 (38)

N = X1 + Y2 + Z3 + Z4 + Z5 + Y6 + X7 (39)

where α,β and γ are the different data flow rates for respective compartment.
Figure 15 shows the dynamic behavior (number of packets transferred per unit

of time) of basic data flow network in NiP for N = 525, X1(0) = 500, Y2(0) = 25,
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Fig. 15 Dynamic behavior of data flow network in NiP. Here, the graph legends are coded as follows:
a = X1, b = X2, c = X3, d = X4, e = X5, f = X6 and g = X7

Z3(0) = Z4(0) = Z5(0) = 0, and Y6(0) = X7(0) = 0, where N is total number of
data packets to be transmitted. For on-chip synchronization, the flow rates in HXN are
considered as α = 0.01 and β = γ = 0.1. Equations (32)–(39) describe the behavior
of stochastic network and the seven compartments i.e. (X1 − X7) appearing in these
equations are treated as physical state space variables. Since these equations are linear
differential equations, thus the homogeneous solution for these can be derived further.

7.2 Compartmental modeling of data flow network in NiP

In this section, we have used the technique as discussed in Sect. 4 to derive the com-
partmental matrix from the state space equations (32)–(39), which defines the dy-
namic behavior of data flow networks. These state space equations can be further
expressed in the form of matrix as given below.

Ẋ(t) = AX(t) (40)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ẋ1

Ẏ2

Ż3

Ż4

Ż5

Ẏ6

Ẋ7

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−α 0 0 0 0 0 0
α −β 0 0 0 0 0
0 β −γ 0 0 0 0
0 0 γ −γ 0 0 0
0 0 0 γ −β 0 0
0 0 0 0 β −α 0
0 0 0 0 0 α 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
Y2
Z3
Z4
Z5
Y6
X7

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(41)
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A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−α 0 0 0 0 0 0
α −β 0 0 0 0 0
0 β −γ 0 0 0 0
0 0 γ −γ 0 0 0
0 0 0 γ −β 0 0
0 0 0 0 β −α 0
0 0 0 0 0 α 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(42)

where A is the compartmental matrix. The solution of homogeneous state (40) is as
follows:

X (t) = eAtX (0) (43)

X (t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1 (t)

Y2 (t)

Z3 (t)

Z4 (t)

Z5 (t)

Y6 (t)

X7 (t)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(44)

eAt = L−1[(sI − A)−1] (45)

or

eAt = I + At + 1

2!A
2t2 + · · · + 1

i!A
iti (46)

where eAt represents the state transition matrix of data flow network and X(0) is the
column matrix that shows initial conditions of the model.

7.3 Stochastic modeling of data flow network in NiP

In this section, we have used the technique as discussed in Sect. 5 to evaluate the
matrix P as follows:

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 − hα 0 0 0 0 0 0
hα 1 − hβ 0 0 0 0 0
0 hβ 1 − hγ 0 0 0 0
0 0 hγ 1 − hγ 0 0 0
0 0 0 hγ 1 − hβ 0 0
0 0 0 0 hβ 1 − hα 0
0 0 0 0 0 hα 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

(47)

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

px1x1 px1y2 px1z3 px1z4 px1z5 px1y6 px1x7

py2x1 py2y2 py2z3 py2z4 py2z5 py2y6 py2x7

pz3x1 pz3y2 pz3z3 pz3z4 pz3z5 pz3y6 pz3x7

pz4x1 pz4y2 pz4z3 pz4z4 pz4z5 pz4y6 pz4x7

pz5x1 pz5y2 pz5z3 pz5z4 pz5z5 pz5y6 pz5x7

py6x1 py6y2 py6z3 py6z4 py6z5 py6y6 py6x7

px7x1 px7y2 px7z3 px7z4 px7z5 px7y6 px7x7

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(48)
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Fig. 16 Stochastic diagraph (Absorbing Markov Chain) of data flow network in NiP

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 − hα hα 0 0 0 0 0
0 1 − hβ hβ 0 0 0 0
0 0 1 − hγ hγ 0 0 0
0 0 0 1 − hγ hγ 0 0
0 0 0 0 1 − hβ hβ 0
0 0 0 0 0 1 − hα hα

0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(49)

From (49), it is understood that sum of all the elements in each row of transition
probability matrix P is equal to 1. Hence,

7∑
j=1

pij = 1 where i, j = 1, . . . ,7 (50)

7.3.1 Deriving Markov chain from transition probability matrix

In this section, the stochastic diagraph of transition probability matrix P is proposed
(refer Fig. 16). Use the Definition 2, with following changes i.e. (I − Q)−1, results
in the expected time of data flow from IP in NoC-1 to IP in NoC-4 and R∞ = (I −
Q)−1R, results in the probability of data transmission to the destination IP.

8 Stochastic analysis of on-package communication

In this section, the compartmental-based stochastic communication scheme for NiP
is verified using (24) and (49). Hence, the required matrix P is as follows:

P =
[

Q R

0 I

]
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎜⎜⎝

1 − hα hα 0 0 0 0
0 1 − hβ hβ 0 0 0
0 0 1 − hγ hγ 0 0
0 0 0 1 − hγ hγ 0
0 0 0 0 1 − hβ hβ

0 0 0 0 0 1 − hα

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0

hα

⎞
⎟⎟⎟⎟⎟⎟⎠

(
0 0 0 0 0 0

)
(I )

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(51)
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The last state of this Markov chain I is the absorbing state, which consists of desti-
nation IP in NoC-4 in NiP. For α = 0.01, and β = γ = 0.1 the time for each event or
transition h is 0.1. This implies

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0.999 0.001 0 0 0 0 0
0 0.99 0.01 0 0 0 0
0 0 0.99 0.01 0 0 0
0 0 0 0.99 0.01 0 0
0 0 0 0 0.99 0.01 0
0 0 0 0 0 0.999 0.001
0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(52)

Q =

⎛
⎜⎜⎜⎜⎜⎜⎝

0.999 0.001 0 0 0 0
0 0.99 0.01 0 0 0
0 0 0.99 0.01 0 0
0 0 0 0.99 0.01 0
0 0 0 0 0.99 0.01
0 0 0 0 0 0.999

⎞
⎟⎟⎟⎟⎟⎟⎠

(53)

R =

⎛
⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0

0.001

⎞
⎟⎟⎟⎟⎟⎟⎠

, I = [I ] (54)

For transient response,

The matrix (I − Q)−1 =

⎛
⎜⎜⎜⎜⎜⎜⎝

1000 100 100 100 100 1000
0 100 100 100 100 1000
0 0 100 100 100 1000
0 0 0 100 100 1000
0 0 0 0 100 1000
0 0 0 0 0 1000

⎞
⎟⎟⎟⎟⎟⎟⎠

(55)

can be further divided into small matrices such as

(I − Q)−1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a11 = (1000) a12 = (100 100 100 100) a13 = (1000)

a21 =

⎛
⎜⎜⎝

0
0
0
0

⎞
⎟⎟⎠ a22 =

⎛
⎜⎜⎝

100 100 100 100
0 100 100 100
0 0 100 100
0 0 0 100

⎞
⎟⎟⎠ a23 =

⎛
⎜⎜⎝

1000
1000
1000
1000

⎞
⎟⎟⎠

a31 = (0) a32 = (0 0 0 0) a33 = (1000)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

where, a22 =

⎛
⎜⎜⎝

100 100 100 100
0 100 100 100
0 0 100 100
0 0 0 100

⎞
⎟⎟⎠
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represents a Jordan Block, which has two important properties are as follows:

Property 1: If the entries of the Jordan Block are same, then the data flow is smooth
otherwise,

Property 2: If any entry of Jordan Block mismatches, then data flow will not be reg-
ular and the node that differs in value needs a buffer.

From (55), the following can be calculated:

1. Expected time during which the data available with source compartment IP(X1)in
NoC-1 = 1000 nanoseconds.

2. Expected delay to reach the router (Z3) in HXN = 1000 + 100 = 1100 nanosec-
onds.

3. Expected time during which the data live in HXN = 100 + 100 + 100 = 300
nanoseconds.

4. Expected delay to reach from HXN IoC to the destination compartment IP(X7) in
NoC-4 = 300 + 1000 = 1300 nanoseconds.

5. Expected delay to reach from source compartment IP(X1)in NoC-1 to the destina-
tion compartment IP(X7) in NoC-4 using HXN IoC = 1000+300+100+1000 =
2400 nanoseconds.

For steady state response,

R∞ = (1 − Q)−1 R =

⎛
⎜⎜⎜⎜⎜⎜⎝

1
1
1
1
1
1

⎞
⎟⎟⎟⎟⎟⎟⎠

(56)

From (56), it is predicted that the probability of data reception by destination com-
partment IP(X7) on NoC-4 = 1.

For the steady state, complete transition probability matrix is given by

P∞ =
[
Q∞ R∞

0 I

]
(57)

P∞ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(58)

The regular matrix P at ∞ will be a null matrix and it will have the certain probabil-
ities to receive the data depending upon the value of the separation constant h.
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Fig. 17 Transition probabilities of data flow for compartment (X1). Here, the graph legends are coded as
follows: pa = p(X1X1), pb = p(X1Y2), pc = p(X1Z3), pd = p(X1Z4), pe = p(X1Z5), pf = p(X1Y6),
and pg = p(X1X7)

Fig. 18 Transition probabilities of data flow for compartment (Y2). Here, the graph legends are coded as
follows: pa = p(Y2X1), pb = p(Y2Y2), pc = p(Y2Z3), pd = p(Y2Z4), pe = p(Y2Z5), pf = p(Y2Y6), and
pg = p(Y2X7)

9 Simulation and results

Figures 17–20, Tables 4–7 and P(XiXj ) shows that the transition probabilities of
data flow from (Xi) IP (of any NoC) to (Xj ) IP (must be on other NoC), where
i = 1, . . . ,6 and j = 1, . . . ,7. Specifically, this will help to calculate the total transi-
tion probabilities between any two NoCs (including IoC) and further, it will help in
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Fig. 19 Transition probabilities of data flow for compartment (Z3). Here, the graph legends are coded as
follows: pa = p(Z3X1), pb = p(Z3Y2), pc = p(Z3Z3), pd = p(Z3Z4), pe = p(Z3Z5), pf = p(Z3Y6),
and pg = p(Z3X7)

Fig. 20 Transition probabilities of data flow for compartment (Z5). Here, the graph legends are coded as
follows: pa = p(Z5X1), pb = p(Z5Y2), pc = p(Z5Z3), pd = p(Z5Z4), pe = p(Z5Z5), pf = p(Z5Y6)

and pg = p(Z5X7)

calculating the latency. In addition, the proposed technique makes separation between
communication and computation in NiP. Furthermore:

1. It gives the information about the data packets propagation.
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Table 4 Transition probabilities of data flow for compartment (X1)

Number Transition probabilities

of transitions p(X1X1) p(X1Y2) p(X1Z3) p(X1Z4) p(X1Z5) p(X1Y6) p(X1X7)

1 0.999 0.001 0 0 0 0 0

2500 0.082 0.0091 0.0101 0.0112 0.0125 0.2572 0.6179

5000 0.0067 0.0007 0.0008 0.0009 0.001 0.0467 0.943

7500 0.0006 0.0001 0.0001 0.0001 0.0001 0.0059 0.9932

10,000 0 0 0 0 0 0.0007 0.9993

12,500 0 0 0 0 0 0 0.9999

15,000 0 0 0 0 0 0 1

Table 5 Transition probabilities of data flow for compartment (Y2)

Number Transition probabilities

of transitions p(Y2X1) p(Y2Y2) p(Y2Z3) p(Y2Z4) p(Y2Z5) p(Y2Y6) p(Y2X7)

1 0 0.99 0.01 0 0 0 0

2500 0 0 0 0 0 0.125 0.875

5000 0 0 0 0 0 0.0102 0.9898

7500 0 0 0 0 0 0.0008 0.9992

10,000 0 0 0 0 0 0.0001 0.9999

12,500 0 0 0 0 0 0 1

15,000 0 0 0 0 0 0 1

Table 6 Transition probabilities of data flow for compartment (Z3)

Number Transition probabilities

of transitions p(Z3X1) p(Z3Y2) p(Z3Z3) p(Z3Z4) p(Z3Z5) p(Z3Y6) p(Z3X7)

1 0 0 0.99 0.01 0 0 0

2500 0 0 0 0 0 0.1125 0.8875

5000 0 0 0 0 0 0.0092 0.9908

7500 0 0 0 0 0 0.0008 0.9992

10,000 0 0 0 0 0 0.0001 0.9999

12,500 0 0 0 0 0 0 1

15,000 0 0 0 0 0 0 1

2. It provides the directional movement of data packet i.e., when the column entries
of the transition probabilities table are 0 that implies data is no more available at
that node.

3. It gives the information about the time during which the data is live across a load,
i.e., the data will remain with the node until the transition probabilities of concern
node becomes to zero.
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Table 7 Transition probabilities of data flow for compartment (Z5)

Number Transition probabilities

of transitions p(Z5X1) p(Z5Y2) p(Z5Z3) p(Z5Z4) p(Z5Z5) p(Z5Y6) p(Z5X7)

1 0 0 0 0 0.99 0.01 0

2500 0 0 0 0 0 0.0911 0.9089

5000 0 0 0 0 0 0.0075 0.9925

7500 0 0 0 0 0 0.0006 0.9994

10,000 0 0 0 0 0 0.0001 0.9999

12,500 0 0 0 0 0 0 1

15,000 0 0 0 0 0 0 1

Fig. 21 NoC diversity: comparing different architectures

4. It gives the status of data propagation along with their transition probabilities, i.e.,
the data can be traced or dragged across any intermediate node, while the transition
probability is at maximum peak. It helps to use the data from intermediate SEs for
real time interfacing applications.

5. These results (the combine output of step 1 to step 4) helps to predict the latency
from node to node and from Input to Output using the formula: Latency = Number
of transitions at which maximum transition probability appear × Transition inter-
val.

6. This technique also fits in the different architecture of NiP where link length varies
consequently the value of h varies accordingly.
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Table 8 The comparison of the existing and proposed stochastic communication model

Features Existing systems Proposed model

1. Communication Exist only for Broadcasting
scheme.

It not only exists for the broadcasting
scheme but also for parallel and dedicated
communication for real time application.

2. Prediction of Latency Calculated within the group
of NoCs.

Calculated within the group of NoCs
group as well as for individual NoC.

3. Probabilistic Data Tracking Available for Individual
NoC only.

Available for the group of NoCs as well
as for Individual NoC.

4. Prediction Based QoS Exists. Exists. However, design prospects of the
proposed system and Stochastic
Communication technique are the best.

5. Stochastic Communication Present for Inter-NoC
(local) as well as Intra
(global) NoCs
Communication. The
architecture design of NoCs
was homogeneous only.

The proposed system merges the inter-
NoC and intra NoCs communication in
NiP. The architectural design of a NoC
can be homogeneous or heterogeneous.

6. Presence of Livelock Yes. No.

7. Presence of Deadlock Yes. No.

8. Loss of Data Packets Yes. The lost data packets (during the parallel
communication among NoCs in NiP) and
their exact locations can be tracked and
predicted using Stochastic
Communication Technique. Specifically,
this communication scheme, a large
percentage of data upsets, packet losses
due to buffer overflows, and severe levels
of synchronization failures can be
tolerated, while providing high levels of
performance.

10 Conclusion

We have proposed a new technique of stochastic communication between the differ-
ent IPs and NoCs. In addition, it helps in building the compartmental model, calcu-
lating the latency and the transition probabilities of data flow between IPs and NoCs.
Figures 11–13 and Tables 1–3 show the transient and steady state response of tran-
sition probabilities and provide the state of data flow latencies among the different
IPs in a NoC. Moreover, Figures 17–20 and Tables 4–7 show the transient and steady
state response of transition probabilities and provide the state of data flow latencies
among the compartments in NiP. Further, from Fig. 21, it is predicted that the latency
of NiP is lower in comparison to the ring and bus topology. However, it is higher than
the star topology. Furthermore, the latency of inter-IP communication in NoC and
communication among NoCs in NiP is very low as compared to the latency produced
by the existing topologies. Therefore, the stochastic communication technique pro-
posed in this paper have produced low latency over existing topologies, which have
been used for setting up inter- and intra-NoC communication in the past. Various
features of the old system and the proposed system are tabulated in Table 8. From
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this data, we can easily figure out that the proposed system proves to be superior in
comparison to the existing system.
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