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ABSTRACT 

Wireless Sensor Network is the network of power-limited sensing devices called sensors. 

Wireless sensor network is differ from other networks in terms of optimization of amount of 

energy because when these sensors sense and transmit data to other sensors present in the 

network, considerable amount of energy is dissipated.WSNs are used in various domains such as 

military applications, medical ,engineering and industrial task automation. It is very important to 

have an optimal network in order to use its processing power at maximum. However, there are 

still some fundamental challenges that need to be overcome in the design of the next generation 

of wireless sensor networks. The sensor nodes present in the wireless sensor networks are 

constrained of energy as they are powered with the help of battery. Due to energy limitations 

there is a great need of providing any energy efficient way of communication for the wireless 

sensor networks. Unlike its significant advancements in many areas; maximizing the lifetime of 

the whole network remains a major hindrance. Various protocols and approaches have been into 

existence to overcome this pitfall. 

  We propose LEACH protocol, a protocol to prolong the time interval before the death of 

the first node (we refer to as stability period).It is based on weighted election probabilities of 

each node to become cluster head according to the remaining energy in each node. We found that 

it yields longer stability region for higher values of extra energy brought by more powerful 

nodes. 
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INTRODUCTION 
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1.1 INTRODUCTION 

 

Wireless Sensor Networks are networks of tiny, battery powered sensor nodes with limited 

on-board processing, storage and radio capabilities. Nodes sense and send their reports 

toward a processing center which is called “sink.”The design of protocols and applications 

for such networks has to be energy aware in order to prolong the lifetime of the network, 

because the replacement of the embedded batteries is a very difficult process once these 

nodes have been deployed. Classical approaches like Direct Transmission and Minimum 

Transmission Energy do not guarantee well balanced distribution of the energy load among 

nodes of the sensor network. Using Direct Transmission (DT), sensor nodes transmit directly 

to the sink, as a result nodes that are far way from the sink would die first . On the other 

hand, using Minimum Transmission Energy (MTE), data is routed over minimum-cost routes, 

where cost reflects the transmission power expended. Under MTE, nodes that are near the 

sink act as relays with higher probability than nodes that are far from the sink. Thus nodes 

near the sink tend to die fast. Under both DT and MTE, a part of the field will not be 

monitored for a significant part of the lifetime of the network, and as a result the sensing 

process of the field will be biased. A solution proposed in, called LEACH, guarantees that the 

energy load is well distributed by dynamically created clusters, using cluster heads 

dynamically elected according to a priori optimal probability. Cluster heads aggregate 

reports from their cluster members before forwarding them to the sink. By rotating the 

cluster-head role uniformly among all nodes, each node tends to expend the same energy 

over time. 

 Most of the analytical results for LEACH-type schemes are obtained assuming that 

the nodes of the sensor network are equipped with the same amount of energy—this is the 

case of homogeneous sensor networks. In this paper we study the impact of heterogeneity 

in terms of node energy. We assume that a percentage of the node population is equipped 

with more energy than the rest of the nodes in the same network— this is the case of 

heterogeneous sensor networks. We are motivated by the fact that there are a lot of 

applications that would highly benefit from understanding the impact of such 

heterogeneity. One of these applications could be the re-energization of sensor networks. 
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As the lifetime of sensor networks is limited there is a need to re-energize the sensor 

network by adding more nodes. These nodes will be equipped with more energy than the 

nodes that are already in use, which creates heterogeneity in terms of node energy. Note 

that due to practical/cost constraints it is not always possible to satisfy the constraints for 

optimal distribution between different types of nodes as proposed.  

 There are also applications where the spatial density of sensors is a constraint. 

Assuming that with the current technology the cost of a sensor is tens of times greater than 

the cost of embedded batteries, it will be valuable to examine whether the lifetime of the 

network could be increased by simply distributing extra energy to some existing nodes 

without introducing new nodes. 

 Perhaps the most important issue is that heterogeneity of nodes, in terms of their 

energy, is simply a result of the network operation as it evolves. For example, nodes could, 

over time, expend different amounts of energy due to the radio communication 

characteristics, random events such as short term link failures or morphological 

characteristics of the field (e.g. uneven terrain.) 

 In this paper we assume that the sink is not energy limited (at least in comparison 

with the energy of other sensor nodes) and that the coordinates of the sink and the 

dimensions of the field are known. We also assume that the nodes are uniformly distributed 

over the field and they are not mobile. Under this model, we propose a new protocol, we 

call SEP, for electing cluster heads in a distributed fashion in two-level hierarchical wireless 

sensor networks. Unlike prior work , SEP is heterogeneous-aware, in the sense that election 

probabilities are weighted by the initial energy of a node relative to that of other nodes in 

the network. This prolongs the time interval before the death of the first node (we refer to 

as stability period), which is crucial for many applications where the feedback from the 

sensor network must be reliable. We show by simulation that SEP provides longer stability 

period and higher average throughput than current clustering heterogeneous-oblivious 

protocols. We also study the sensitivity of our SEP protocol to heterogeneity parameters 

capturing energy imbalance in the network. We show that SEP is more resilient than earlier 

LEACH protocols in judiciously consuming the extra energy of advanced (more powerful) 

nodes—SEP yields longer stability period for higher values of extra energy. 
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1.2 PROBLEM STATEMENT 

Problem 

Sensors are randomly  distributed and are not mobile .Behavior of such sensor networks 

becomes very unstable once the first node dies, especially in the presence of node 

heterogeneity(nodes having different level of energies). 

Solution 

Because Sensors are costly.Lifetime of the network could be increased by simply distributing 

extra energy to some existing nodes without introducing new nodes.We propose  LEACH.It 

gurantees that energy load is well distributed by dynamically created clusters.Under this 

model a protocol called SEP(Stable Election Protocol)for electing cluster heads in a 

distributed fashion. 

 

1.3 OBJECTIVE 

To share the energy dissipation fairly among all nodes and prolong the lifetime of the whole 

system using LEACH. 
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1.4  Flow chart of LEACH protocol 
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CHAPTER 2 

BACKGROUND 
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Low Energy Adaptive Clustering Hierarchy Aggregation (LEACH) algorithm by Heinzelman et 

al.  is a data aggregation algorithm based on cluster routing. The algorithm works in rounds 

such that each round has two phases, namely, a setup phase and a steady state phase. 

 The Set-Up Phase: 

-Where cluster-heads are chosen 

 The Steady-State 

  -The cluster-head is maintained 

  -When data is transmitted between nodes 

 

In the setup phase,p% of n sensors are uniformly randomly chosen to be cluster heads (CHs) 

based on a threshold 

 

 

 

where  is the desired number of CHs,  is the current round, and  is the set of nodes that have 

not been CHs in the last  rounds. This ensures that a sensor that is chosen to be CH is not 

chosen in the next rounds until all other sensors in the network become CHs. This feature 

leads to fair energy consumption, hence, the network lifetime is increased. The algorithm 

does not consider nonuniform networks since the CHs are chosen uniformly randomly. After 

all CHs are chosen, clusters are dynamically defined such that each non-CH becomes a 

member of the cluster with the nearest CH. 
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In the steady state phase, each CH collects data from all sensors in its cluster based on Time 

Division Multiple Access (TDMA). CHs, then, compress the collected data and send it to the 

base station. See Figure 

 

 

 

FIG 1 
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DESCRIPTION AND RESULTS 
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3.1 HETEROGENEOUS WSN MODEL 

In this section we describe our model of a wireless sensor network with nodes 

heterogeneous in their initial amount of energy. We particularly present the setting, the 

energy model, and how the optimal number of clusters can be computed.  

 Let us assume the case where a percentage of the population of sensor nodes is 

equipped with more energy resources than the rest of the nodes. Let m be the fraction of 

the total number of nodes n, which are equipped with α times more energy than the others. 

We refer to these powerful nodes as advanced nodes, and the rest (1−m)×n as normal 

nodes. We assume that all nodes are distributed uniformly over the sensor field. 

3.1.A. Clustering Hierarchy 

We consider a sensor network that is hierarchically clustered.The LEACH (Low Energy 

Adaptive Clustering Hierarchy) protocol  maintains such clustering hierarchy. In LEACH, the 

clusters are re-established in each “round.” New cluster heads are elected in each round 

and as a result the load is well distributed and balanced among the nodes of the network. 

Moreover each node transmits to the closest cluster head so as to split the communication 

cost to the sink (which is tens of times greater than the processing and operation cost.) Only 

the cluster head has to report to the sink and may expend a large amount of energy, but this 

happens periodically for each node. In LEACH there is an optimal percentage popt 

(determined a priori) of nodes that has to become cluster heads in each round assuming 

uniform distribution of nodes in space. 

 If the nodes are homogeneous, which means that all the nodes in the field have the 

same initial energy, the LEACH protocol guarantees that everyone of them will become a 

cluster head exactly once every 1 /popt rounds. Throughout this paper we refer to this 

number of rounds, 1/ popt , as epoch of the clustered sensor network. 

 Initially each node can become a cluster head with a probability popt. On average, n 

× popt nodes must become cluster heads per round per epoch. Nodes that are elected to be 

cluster heads in the current round can no longer become cluster heads in the same epoch. 

The non-elected nodes belong to the set G and in order to maintain a steady number of 
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cluster heads per round, the probability of nodes ∈ G to become a cluster head increases 

after each round in the same epoch. The decision is made at the beginning of each round by 

each node s ∈ G independently choosing a random number in [0,1]. If the random number is 

less than a threshold T(s) then the node becomes a cluster head in the current round. The 

threshold is set as: 

 

 

 

where r is the current round number (starting from round 0.) The election probability of 

nodes ∈ G to become cluster heads increases in each round in the same epoch and becomes 

equal to 1 in the last round of the epoch. Note that by round we define a time interval 

where all cluster members have to transmit to their cluster head once. We show in this 

paper how the election process of cluster heads should be adapted appropriately to deal 

with heterogeneous nodes, which means that not all the nodes in the field have the same 

initial energy.                                                                

 

 

3.1.B. Optimal Clustering 

The optimal probability of a node being elected as a cluster head as a function of spatial 

density when nodes are uniformly distributed over the sensor field. This clustering is 

optimal in the sense that energy consumption is well distributed over all sensors and the 

total energy consumption is minimum. Such optimal clustering highly depends on the 

energy model we use. For the purpose of this study we use similar energy model and 

analysis as proposed. 
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  According to the radio energy dissipation model illustrated in Figure 1, in order to 

achieve an acceptable Signal-to-Noise Ratio (SNR) in transmitting an L−bit message over a 

distance 

 

 

 

 

 

d, the energy expended by the radio is given by: 

   Fig 2 Radio Energy Dissipation Model 
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where Eelec is the energy dissipated per bit to run the transmitter or the receiver circuit,∈ fs  

and ∈ mp  depend on the transmitter amplifier model we use, and d is the distance between 

the sender and the receiver. By equating the two expressions at d = d0, we have 

    To receive an L−bit message the radio expends ERx = L · Eelec. 

 Assume an area A = M × M square meters over which n nodes are uniformly 

distributed. For simplicity, assume the sink is located in the center of the field, and that the 

distance of any node to the sink or its cluster head is ≤ d0. Thus, the energy dissipated in the 

cluster head node during a round is given by the following formula: 

 

where k is the number of clusters, EDA is the processing (data aggregation) cost of a bit per 

report to the sink, and dtoBS is the average distance between the cluster head and the sink. 

The energy used in a non-cluster head node is equal to: 

 

where dtoCH is the average distance between a cluster member and its cluster head. 

Assuming that the nodes are uniformly distributed, it can be shown that: 

 

where ρ(x, y) is the node distribution. 

The energy dissipated in a cluster per round is given by: 
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The total energy dissipated in the network is equal to: 

 

By differentiating Etot with respect to k and equating to zero, the optimal number of 

constructed clusters can be found: 

 

 

because the average distance from a cluster head to the sink is given by: 

 

 

The optimal probability of a node to become a cluster head, popt, can be computed as 

follows: 

 

 

The optimal construction of clusters (which is equivalent to the setting of the optimal 

probability for a node to become a cluster head) is very important. In [3], it showed that if 

the clusters are not constructed in an optimal way, the total consumed energy of the sensor 

network per round is increased exponentially either when the number of clusters that are 

created is greater or especially when the number of the constructed clusters is less than the 

optimal number of clusters. Our results confirm this observation in our case where the sink 

is located in the center of the sensor field. 

Figure 2 shows the values of kopt and popt as a function of the number of nodes in a 100m 

× 100m field where the sink is located in the center.The optimal construction of clusters 
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(which is equivalent to the setting of the optimal probability for a node to become a cluster 

head) is very important.It showed that if the clusters are not constructed in an optimal way, 

the total consumed energy of the sensor network per round is increased exponentially 

either when the number of clusters that are created is greater or especially when the 

number of the constructed clusters is less than the optimal number of clusters. 

 

  

 

 

 

 

 

      Figure 3 Optimal number of clusters 
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3.2 PERFORMANCE MEASURES 

 Stability Period or stable region : 

is the time interval from the start of network operation until the death of the first 

sensor node.  

 Instability Period or unstable region : 

 is the time interval from the death of the first node until the death of the last sensor 

node.  

 Network lifetime: 

 is the time interval from the start of operation (of the sensor network) until the 

death of the last alive node. 

 Number of cluster heads per round: 

 This instantaneous measure reflects the number of nodes which would send directly 

 to the sink information aggregated from their cluster members. 

Fig 4 Optimal probability of a node to become a cluster head, as a function of number of 
 nodes in a 100m×100mfield where the sink is located in the center 
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 Number of alive (total, advanced and normal) nodes per round:  

This instantaneous measure reflects the total number of nodes and that of each type 

that have not yet expended all of their energy. 

 

 Throughput:  

We measure the total rate of data sent over the network, the rate of data sent from 

cluster heads to the sink as well as the rate of data sent from the nodes to their  

cluster heads.      

 

Clearly, the larger the stable region and the smaller the unstable region are, the 

better the reliability of the clustering process of the sensor network is. 

On the other hand, there is a tradeoff between reliability and the lifetime of the system. 

 Until the death of the last node we can still have some feedback about the sensor 

field even though this feedback may not reliable. 

 The unreliability of the feedback stems from the fact that there is no guarantee that 

there is at least one cluster head per round during the last rounds of the operation. 

In our model, the absence of a cluster head prevents any reporting about that cluster to the 

sink. The throughput measure captures the rate of such data reporting to the sink. 

 

3.4. HETEROGENEOUS-OBLIVIOUS PROTOCOLS 

The older versions of LEACH does not take into consideration the heterogeneity of nodes 

in terms of their initial energy, and as a result the consumption of energy resources of 

the sensor network is not optimized. The reason is that LEACH depends only on the 

spatial density of the sensor network. 

 Using older LEACH versions in the presence of heterogeneity, and assuming both 

normal and advanced nodes are uniformly distributed in space, we expect that the first 

node dies on average in a round that is close to the round where the first node dies in 

the homogeneous case wherein each node is equipped with the same energy as that of 

a normal node in the heterogeneous case. Furthermore, we expect the first dead node 
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to be a normal node. We also expect that in the following rounds the probability of a 

normal node to die is greater than the probability of an advanced node to die. During 

the last rounds only advanced nodes are alive. 

We discuss the instability of heterogeneous-oblivious protocols, such as LEACH,          

once some nodes die. In this case, the process of optimal construction of clusters fails 

since the spatial density deviates from the assumed uniform distribution of nodes over 

the sensor field. 

 

 

 

 

 

 

 

 

 

 

 

    Fig5. A wireless sensor network 

Let us assume a heterogeneous (m = 0.2, α = 1) sensor network in a 100m×100m 
sensor field, as shown in Fig. For this setting we can compute from Equation (2) 

the optimal number of clusters per round, kopt = 10.                       We denote 

with ◦ a normal node, with + an advanced node, with · a dead node, with ∗ a 

cluster head and with × the sink. 
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As long as all the nodes are alive, the nodes that are included in the same Voronoi cell 

will report to the cluster head of this cell; see Fig4. 

 

 

 

 

     Fig6. An instance of the network where all the nodes are alive 
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At some point the first node dies; see Fig5. 

 

 

3.4.1 Instability of Heterogeneous-oblivious Protocols 

After that point the population of sensors decreases as nodes die randomly. 

The population reduction introduces instability in the sensor network and the cluster 

head election process becomes unreliable. 

 This is because the value of popt is optimal only when the population of the 

network is constant and equal to the initial population (n). 

 When the population of the nodes starts decreasing the number of elected 

cluster heads per round is very unstable (lower than intended) and as a result 

 Fig7. An instance of the network where some nodes are dead. 
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there is no guarantee that a constant number of cluster heads (equal to n × 

popt) will be elected per round per epoch. 

 Moreover there are less alive nodes so the sampling (sensing) of the field is 

over less nodes than intended to be. The only guarantee is that there will be 

at least one cluster head per epoch (cf. Equation 1). 

  As a result at least in one round per epoch all alive nodes will report to the sink. The impact  

  and quality of these reports highly depends on the application. For some applications even 

  this minimal reporting is a valuable feedback, for others it is not. Clearly minimal reporting 

  translates to significant under-utilization of the resources and the bandwidth of the  

application. LEACH guarantees that in the homogeneous case the unstable region will be 

  short. After the death of the first node, all the remaining nodes are expected to die on 

 average within a small number of rounds as a consequence of the uniformly remaining 

 energy due to the well distributed energy consumption. Even when the system operates in 

 the unstable region, if the spatial density of the sensor network is large, the probability that  

a large number of nodes be elected as cluster heads is significant for a significant part of the 

 unstable region (as long as the population of the nodes has not been decreased 

 significantly). In this case, even though our system is unstable in this region, we still have a  

relatively reliable clustering (sensing) process. The same can be noticed even if the spatial 

 density is low but the popt is large. On the other hand LEACH in the presence of node 

 heterogeneity yields a large unstable region. The reason is that all advanced nodes are 

 equipped with almost the same energy but, the cluster head election process is unstable 

 and as a result most of the time these nodes are idle,as there is no cluster head to transmit. 

In this section we describe LEACH, which improves the stable region  of the clustering  
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hierarchy process using the characteristic parameters of heterogeneity, namely the fraction  

of advanced nodes (m) and the additional energy factor between advanced and normal 

nodes (α). 

 In order to prolong the stable region, LEACH attempts to maintain the constraint of  

well balanced energy consumption. Intuitively, advanced nodes have to become cluster  

 heads more often than the normal nodes, which is equivalent to a fairness constraint on  

 energy consumption. Note that the new heterogeneous setting (with advanced and normal  

 nodes) has no effect on the spatial density of the network so the apriori setting of popt,  

from Equation (3), does not change. On the other hand, the total energy of the system  

changes. Suppose that Eo is the initial energy of each normal sensor. The energy of each  

advanced node will be Eo · (1 + α). The total energy of the new heterogeneous setting is  

equal to: 

n · (1 − m) · Eo + n · m · Eo · (1 + α) = n · Eo · (1 + α · m) 

 

So, the total energy of the system is increased by 1+α ·m times. The first improvement to  

The previous LEACH is to increase the epoch of the sensor network in proportion to the  

energy increment. In order to optimize the stable region of the system, the new epoch must  

become equal to 1 popt · (1 + α · m) because the system has α · m times more energy and  

virtually α · m more nodes (with the same energy as the normal nodes). We can now 

 increase the stable region of the sensor network by 1+α·m times, if (i) each normal node 

 becomes a cluster head once every 1 popt · (1+α ·m) rounds per epoch; (ii) each advanced 

 node becomes a cluster head exactly 1+α times every 1 popt · (1+α·m) rounds per epoch;  
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and (iii) the average number of cluster heads per round per epoch is equal to n × popt (the  

spatial density does not change). Constraint (ii) is very strict—If at the end of each epoch the 

 number of times that an advanced sensor has become a cluster head is not equal to 1 + α  

then the energy is not well distributed and the average number of cluster heads per round 

 per epoch will be less than n×popt. This problem can be reduced to a problem of optimal  

threshold T(s) setting (cf. Equation 1), with the constraint that each node has to become a  

cluster head as many times as its initial energy divided by the energy of a normal node. 

3.5.1 The Problem of Maintaining Well Distributed Energy Consumption 

Constraints in the Stable Period 

If the same threshold is set for both normal and advanced nodes with the difference that  

each normal node ∈ G becomes a cluster head once every 1 popt · (1 + α · m) rounds per  

epoch, and each advanced node ∈ G becomes a cluster head 1 + α times every 1 

popt · (1+α ·m) rounds per epoch, then there is no guarantee that the number of cluster  

heads per round per epoch will be n × popt. The reason is that there is a significant number 

 of cases where this number can not be maintained per round per epoch with probability1.A 

 worst-case scenario could be the following. Suppose that all normal nodes become  cluster  

heads once within the first 1 /popt · (1− m) rounds of the epoch. In order to maintain the  

well distributed energy consumption constraint, all the remaining nodes,  which are 

 advanced nodes, have to become cluster heads with probability 1 for the next 1 popt 

 ·m·(1+α) rounds of the epoch. But the threshold T(s) is increasing with the number of  

rounds within each epoch and becomes equal to 1 only in the last round (all the remaining 

nodes in the last round become cluster head with probability 1). So the above constraint is  
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not satisfied. 

 

 

Fig8 . shows that the performance of this naive solution is very close to that 

of LEACH 

 

5.2Guaranteed Well Distributed Energy Consumption Constraints in 

 the Stable Period 

In this section we propose a solution, we call leach , which is based on the initial energy of  

the nodes. This solution is more applicable compared to any solution which assumes that 

 each node knows the total energy of the network in order to adapt its election probability  

to become a cluster head according to its remaining energy . Our approach is to assign a 

weight to the optimal probability popt. This weight must be equal to the initial energy of  
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each node divided by the initial energy of the normal node. Let us define as pnrm the  

weighted election probability for normal nodes and padv the weighted election probability 

for the advanced nodes. 

 Virtually there are n×(1+α·m) nodes with energy equal to the initial energy of a  

normal node. In order to maintain the minimum energy consumption in each round within  

an epoch, the average number of cluster heads per round per epoch must be constant and 

equal to n×popt. In the heterogeneous scenario the average number of cluster heads per  

round per epoch is equal to n · (1 + α · m) × pnrm (because each virtual node has the initial 

 energy of a normal node). The weighed probabilities for normal and advanced nodes 

are, respectively: 

 

 

 

 

 

In Equation (1), we replace popt by the weighted probabilities to obtain the threshold that is 

 used to elect the cluster head in each round. We define as T(snrm) the threshold for normal  

nodes and T(sadv) the threshold for advanced nodes. Thus, for normal nodes, we have: 
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where r is the current round, G ‘ is the set of nodes that have not become cluster heads  

within the last 1 pnrm rounds of the epoch, and T(snrm) is the threshold applied to a  

population of n · (1 − m) (normal) nodes. This guarantees that each normal node will  

become a cluster head exactly once every 1 popt · (1+α·m) rounds per epoch, and that the 

 average number of cluster heads per round per epoch is equal to n · (1 − m) × pnrm. 

 Similarly, for advanced nodes, we have: 

 

 

 

where G is the set of nodes that have not become cluster heads within the last 1 

padv rounds of the epoch, and T(sadv) is the threshold applied to a population of n · m 

 (advanced) nodes. This guarantees that each advanced node will become a cluster head  

Exactly once every 1 popt · 1+α·m 1+α rounds. Let us define this period as subepoch. It is  

clear that each epoch (let us refer to this epoch as “heterogeneous epoch” in our  

heterogeneous setting) has 1 + α sub-epochs and as a result, each advanced node becomes  

a cluster head exactly 1 + α times within a heterogeneous epoch. The average number of  

cluster heads per round per heterogeneous epoch (and sub-epoch) is equal to n · m × padv. 

 

   n · (1 − m) × pnrm + n · m × padv = n × popt 
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3.5.3 LEACH Deployment 

As mentioned in earlier, the heterogeneity in the energy of nodes could result from normal  

network operation. For example, nodes could, over time, expend different amounts of  

energy due to the radio communication characteristics, random events such as short-term  

link failures or morphological characteristics of the field (e.g. uneven terrain). To deal with  

such heterogeneity, our LEAHprotocol could be triggered whenever a certain energy  

threshold is exceeded at one or more nodes. Non-cluster heads could periodically 

attach their remaining energy to the messages they sent during the handshaking process  

with their cluster heads, and the cluster heads could send this information to the sink. The  

sink can check the heterogeneity in the field by examining whether one or a certain number  

of nodes reach this energy threshold. If so, then the sink could broadcast to cluster heads in  

that round the values for pnrm and padv, in turn cluster heads unicast these values to nodes  

in their clusters according to the energy each one has attached earlier during the  

handshaking process. 

 If some of the nodes already in use have not been programmed this capability, a  

reliable transport protocol, such as the one proposed in , could be used to program such  

sensors. Evaluating the overhead of such LEACH deployment is a subject of our on-going 

 work. 

3.5.4 Numerical Example 

Assume that 20% of the nodes are advanced nodes (m = 0.2) and equipped with 300% more  

energy that other (normal) nodes (α = 3). Consider a population of a sensor network in a  

100m × 100mfield of 100 nodes. The popt for this setting is approximately equal to  
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0.104325 (cf. Figure 2). For simplicity let us set popt = 0.1. This means that on average, 10  

nodes must become cluster heads per round. 

 If we consider a homogeneous scenario where each node has initial energy equal to  

the energy of a normal node, then the epoch would be equal to 1 /popt = 10 rounds. In our  

heterogeneous case, the extended heterogeneous epoch is equal to 1+α·m/ popt = 1 /pnr= 

16 rounds, and each sub-epoch is equal to 1/ popt · 1+α·m/ 1+α = 4 rounds, as illustrated in  

Figure . On average, n · (1 − m) × pnrm = 5 normal nodes become cluster heads per round  

and all of them will become cluster heads exactly once within 16 rounds (one  

heterogeneous epoch). Furthermore, on average, n·m×padv = 5advanced nodes become  

cluster head per round. The total number of sensors that become cluster heads (both  

normal and advanced) is equal to 10, which is the desired number. Moreover each advanced  

sensor becomes a cluster head exactly once every sub-epoch and becomes (1+α) times a  

cluster head within a heterogeneous epoch, i.e. each advanced node becomes a cluster  

head 4 times within a heterogeneous epoch. 

 

 

 

 • FIG9 numerical example for a heterogeneous network with parameters  m = 0.2 and α = 3 and popt = 0.1. We   define as x = r mod 

1/popt and as x = r mod 1/pnrm , where r is the current round. 
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3.5.6. SIMULATION RESULTS 

We simulate a clustered wireless sensor network in a field with dimensions 100m× 100m.  

The population of the sensors is equal to n = 100 and the nodes, both normal and advanced,  

are randomly (uniformly) distributed over the field. This means that the horizontal and  

vertical coordinates of each sensor are randomly selected between 0 and the maximum 

 value of the dimension. The sink is in the center and the maximum distance of any node  

from the sink is approximately 70m (the setting of Figure 3). This setting is realistic for most  

of outdoor applications. The initial energy of a normal node has been set to E0 = 0.5J (equal  

to one AA battery)—Although this value is arbitrary for the purpose of this study, this does  

not affect the behavior of our method. The radio characteristics used in our simulations are  

summarized in Table 1. The size of the message that nodes send to their cluster heads as 

well as the size of the (aggregate) message that a cluster head sends to the sink is set to  

4000 bits. 
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FIG 10 A wireless sensor network 

 

FIG 11.An instance ofthe network where all the nodes are alive 
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FIG 12 An instance of thenetwork where some nodes are dead. 

 

Our general observations: 

 In a wireless sensor network of heterogeneous nodes,older  LEACH 

versions  goes to unstable operation sooner as it is very sensitive to such 

heterogeneity. 

 Our LEACH protocol successfully extends the stable region by being 

aware of heterogeneity through assigning probabilities of cluster-head 

election weighted by the relative initial energy of nodes. 

 Due to extended stability, the throughput of LEACH  is also higher than 

that of current (heterogeneous-oblivious) clustering protocols. 

 The performance of LEACH  is observed to be close to that of an ideal 

upper bound obtained by distributing the additional energy of advanced 

nodes uniformly over all nodes in the sensor field. 
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 It  is more resilient than older LEACH protocols  in judiciously consuming 

the extra energy of advanced nodes—It yields longer stability region for 

higher values of extra energy. 

 

 

3.6.1 Results for LEACH  

 

 

  

 

FIG 13 Number of alive nodes using LEACH I 
n the presence of heterogeneity: m = 0.1 and α = 2 
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The results of our LEACH simulations are shown in Figure 6(a) for m = 0.1 and α = 2. We  

observe that LEACH takes some advantage of the presence of heterogeneity (advanced  

nodes), as the first node dies after a significantly higher number of rounds (i.e. longer  

stability period) compared to the homogeneous case (m = α = 0). The lifetime of the  

network is increased, but as we will show later this does not mean that the nodes transmit  

(i.e. the throughput is low). The reason is that after the death of a significant number of 

 nodes, the cluster head election process becomes unstable and as a result less nodes  

become cluster heads. Even worse, during the last rounds, there are only few rounds where  

more than one cluster head is elected. 

 

 FIG 14 Number of alive nodes using LEACH  in the presence of 
heterogeneity:  m  = 0.2 and α = 1. 
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We repeat the same experiment, but now the heterogeneity parameters are set to m = 0.2  

and α = 1, however m × α remains constant. Our simulation results are shown in  

Figure(bottom). Although the length of the stability region (until the first node dies) 

is pretty stable, LEACH takes more advantage of the presence of heterogeneity manifested  

in a higher number of advanced nodes. 

 

 

 

 

 

 

FIG 15 LEACH behavior in the presence of heterogeneity 

with m = 0.2 and α = 3:   Alive nodes per round 
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A detailed view of the behavior of LEACH is illustrated, for different distributions of  

heterogeneity.  In Figure , the number of alive nodes is shown for the scenarios (m = 0.2, α =  

1) and (m = 0.2, α = 3). LEACH fails to take full advantage of the heterogeneity (extra energy)  

as in both scenarios, the first node dies almost at the same round. Furthermore, as shown in  

Figure , when a significant number of normal nodes are dead the average number of cluster 

heads per round per epoch is less than one. This means that in most of the rounds there is  

no cluster head, so in our model the remaining nodes can not report their values to the sink. 

 

 

 

 

FIG 16 Comparison between  older LEACH and enhanced LEACH(SEP) in the 

presence of heterogeneity: m = 0.2 and α = 1 
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In this subsection we compare the performance of our SEP protocol to 1) LEACH in the same  

heterogeneous setting, and 2) LEACH where the the extra initial energy of advanced nodes 

 is uniformly distributed over all nodes in the sensor field. This latter setting turns out to  

provide the highest throughput during the unstable region— we henceforth refer to it as  

FAIR (for the “fair” distribution of extra energy over existing nodes). 

 Figure shows results for the case of m = 0.2 and α = 1. It is obvious that the stable 

 region of SEP is extended compared of that of  previous LEACH (by 8%), even though the  

difference is  not very large. Moreover, the unstable region of SEP is shorter than that of  

LEACH. What is  more important to notice is that the stable region of SEP is even greater  

than FAIR.Furthermore the unstable region of SEP is slightly larger than that of FAIR, and the 

 number alive nodes per round in SEP is very close to that of FAIR. 
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Figure  shows results for the case of m = 0.2 and α = 3. Now SEP takes full advantage of  

heterogeneity (extra energy of advanced nodes)—the stable region is increased significantly 

(by 26%) in comparison with that of LEACH. Again the stable region of SEP is greater than  

that of FAIR. The unstable region of SEP is shorter than that of LEACH, and the number of 

alive nodes under SEP is close to that of FAIR. This is because the advanced nodes follow the  

dying process of normal nodes, as the weighted probability of electing cluster heads causes  

energy of each node to be consumed in proportion to the node’s initial energy. 

 

FIG 17 Comparison between older  LEACH and SEP in the 

presence of heterogeneity: m = 0.2 and α = 1. 
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3.6.2 Throughput 

 

 

 

 

 

We assume that the available bandwidth is not tight. Figure  shows the throughput from  

cluster heads to the sink. The throughput of SEP is significantly larger than that of LEACH in  

the stable region and for most of the unstable region. This means that because SEP   

guarantees cluster heads in more rounds then these cluster heads will report to the sink. It  

is also worth noticing that the throughput of SEP is greater than that of FAIR during the  

FIG 18 Throughput comparison between LEACH and FAIR  in the presence of  
heterogeneity with m = 0.2 and α = 3:  Cluster heads to sink 
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stable region and very close to that of FAIR at the start of the unstable region.  

 

 

 

Moreover, the same results are observed in Figure  for the throughput of nodes to their  

cluster heads,  as the cluster heads in the case of SEP are elected in a more stable fashion  

during the  unstable period. As a result the overall throughput of SEP is greater than that of  

LEACH and  FAIR during the stable region and close to that of FAIR during the unstable  

region, as  shows. 

 

 

FIG 19 Throughput comparison between LEACH and SEP in the presence 
of heterogeneity with m = 0.2 and α = 3: Nodes to their cluster heads 
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3.6.3 Sensitivity 

 

 

 

We study here the sensitivity of our SEP protocol, in terms of the length of the stability 

period, by varying m and α. Figure  shows the length of the stability region versusm×α. We 

found that the performance does not depend on the individual values ofmandα but rather 

on their product, which represents the total amount of extra initial energy brought by 

advanced nodes. 

FIG 20 Sensitivity of LEACH, SEP, and FAIR to degree of 
heterogeneity. 
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Fig. shows the percentage gain in the length of the stability region over the case of m = 0 

and α = 0, i.e. without the added energy of advanced nodes. 

 

FIG 21 Sensitivity of older  LEACH, SEP, and FAIR to degree 

of heterogeneity. 
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We observe that, as expected, the stability period under FAIR increaseslinearly with m×α.  

On the other hand, the stability period under SEP and LEACH increases faster but then more  

slowly beyond a “knee” point. Moreover, as far as the efficient use of extra energy, the  

percentage gain in the stability period is maximized under SEP for most values of m × α. In  

all cases SEP outperforms LEACH. 

          Interestingly, both SEP and LEACH outperforms FAIR for small  

amount of heterogeneity (or a small number of advanced nodes)— SEP outperforms FAIR by  

up to 18% (when m × α=0.2), and LEACH outperforms FAIR by up to 11% (when m×α=0.2).  

This is because these advanced nodes are uniformly distributed over the sensor field, and 

 when they elect themselves as cluster heads, their “extra” energy is consumed more  

judiciously than if some of this  energy was distributed to all nodes (as in FAIR) which are 

possibly farther away from the sink. This gain over FAIR eventually vanishes when it  

FIG 22 Sensitivity of LEACH, SEP, and FAIR to degree 

of heterogeneity. 
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becomes more beneficial to distribute some extra energy to the fewer normal nodes. 

We also notice that the gain of SEP over LEACH increases as m × α increases— SEP  

outperforms LEACH by up to 33% when m × α=0.9. The gain of LEACH over FAIR drops much  

faster than that of SEP after the “knee” point. This indicates that the management of the  

extra energy of advanced nodes can become difficult, more so for LEACH than our SEP  

protocol. 
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CODE:  

clear; 

xm=100; 

ym=100; 

sink.x=0.5*xm; 

sink.y=0.5*ym; 

n=100 

p=0.1; 

Eo=0.5; 

ETX=50*0.000000001; 

ERX=50*0.000000001; 

Efs=10*0.000000000001; 

Emp=0.0013*0.000000000001; 

 

EDA=5*0.000000001; 

m=0.1; 

a=1; 

rmax=9999 

do=sqrt(Efs/Emp); 

figure(1); 

for i=1:1:n 

    S(i).xd=rand(1,1)*xm; 

    XR(i)=S(i).xd; 

    S(i).yd=rand(1,1)*ym; 

    YR(i)=S(i).yd; 

    S(i).G=0; 

    

    S(i).type='N'; 

       temp_rnd0=i; 

    if (temp_rnd0>=m*n+1)  

        S(i).E=Eo; 

        S(i).ENERGY=0; 

        plot(S(i).xd,S(i).yd,'o'); 

        hold on; 

    end 

    if (temp_rnd0<m*n+1)   

        S(i).E=Eo*(1+a) 

        S(i).ENERGY=1; 

        plot(S(i).xd,S(i).yd,'+'); 

        hold on; 
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    end 

end 

  

S(n+1).xd=sink.x; 

S(n+1).yd=sink.y; 

plot(S(n+1).xd,S(n+1).yd,'x'); 

figure(1); 

countCHs=0; 

rcountCHs=0; 

cluster=1; 

countCHs; 

rcountCHs=rcountCHs+countCHs; 

flag_first_dead=0; 

  

for r=0:1:rmax 

    r 

%Operation for epoch 

  if(mod(r, round(1/p) )==0) 

    for i=1:1:n 

        S(i).G=0; 

        S(i).cl=0; 

    end 

  end 

hold off; 

dead=0; 

 

dead_a=0; 

 

dead_n=0; 

packets_TO_BS=0; 

packets_TO_CH=0; 

PACKETS_TO_CH(r+1)=0; 

PACKETS_TO_BS(r+1)=0; 

figure(1); 

  

for i=1:1:n 

      if (S(i).E<=0) 

        plot(S(i).xd,S(i).yd,'red .'); 

        dead=dead+1; 

        if(S(i).ENERGY==1) 
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            dead_a=dead_a+1; 

        end 

        if(S(i).ENERGY==0) 

            dead_n=dead_n+1; 

        end 

        hold on;     

    end 

    if S(i).E>0 

        S(i).type='N'; 

        if (S(i).ENERGY==0)   

        plot(S(i).xd,S(i).yd,'o'); 

        end 

        if (S(i).ENERGY==1)   

        plot(S(i).xd,S(i).yd,'+'); 

        end 

        hold on; 

    end 

end 

plot(S(n+1).xd,S(n+1).yd,'x'); 

  

  

STATISTICS(r+1).DEAD=dead; 

DEAD(r+1)=dead; 

DEAD_N(r+1)=dead_n; 

DEAD_A(r+1)=dead_a; 

  

if (dead==1) 

    if(flag_first_dead==0) 

        first_dead=r 

        flag_first_dead=1; 

    end 

end 

  

countCHs=0; 

cluster=1; 

for i=1:1:n 

   if(S(i).E>0) 

   temp_rand=rand;      

   if ( (S(i).G)<=0) 

if(temp_rand<= (p/(1-p*mod(r,round(1/p))))) 
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            countCHs=countCHs+1; 

            packets_TO_BS=packets_TO_BS+1; 

            PACKETS_TO_BS(r+1)=packets_TO_BS; 

             

            S(i).type='C'; 

            S(i).G=round(1/p)-1; 

            C(cluster).xd=S(i).xd; 

            C(cluster).yd=S(i).yd; 

            plot(S(i).xd,S(i).yd,'k*'); 

             

            distance=sqrt( (S(i).xd-(S(n+1).xd) )^2 + (S(i).yd-(S(n+1).yd) 

)^2 ); 

            C(cluster).distance=distance; 

            C(cluster).id=i; 

            X(cluster)=S(i).xd; 

            Y(cluster)=S(i).yd; 

            cluster=cluster+1; 

  

            distance; 

            if (distance>do) 

                S(i).E=S(i).E- ( (ETX+EDA)*(4000) + Emp*4000*( 

distance*distance*distance*distance ));  

            end 

            if (distance<=do) 

                S(i).E=S(i).E- ( (ETX+EDA)*(4000)  + Efs*4000*( distance * 

distance ));  

            end 

        end    

    end 

  end  

end 

STATISTICS(r+1).CLUSTERHEADS=cluster-1; 

CLUSTERHS(r+1)=cluster-1; 

 

for i=1:1:n 

   if ( S(i).type=='N' && S(i).E>0 ) 

     if(cluster-1>=1) 

       min_dis=sqrt( (S(i).xd-S(n+1).xd)^2 + (S(i).yd-S(n+1).yd)^2 ); 

       min_dis_cluster=1; 

       for c=1:1:cluster-1 
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           temp=min(min_dis,sqrt( (S(i).xd-C(c).xd)^2 + (S(i).yd-C(c).yd)^2 

) ); 

           if ( temp<min_dis ) 

               min_dis=temp; 

               min_dis_cluster=c; 

           end 

       end 

            min_dis; 

            if (min_dis>do) 

                S(i).E=S(i).E- ( ETX*(4000) + Emp*4000*( min_dis * min_dis 

* min_dis * min_dis));  

            end 

            if (min_dis<=do) 

                S(i).E=S(i).E- ( ETX*(4000) + Efs*4000*( min_dis * 

min_dis));  

            end 

%Energy dissipated 

        if(min_dis>0) 

          S(C(min_dis_cluster).id).E = S(C(min_dis_cluster).id).E- ( (ERX + 

EDA)*4000 );  

         PACKETS_TO_CH(r+1)=n-dead-cluster+1;  

        end 

S(i).min_dis=min_dis; 

S(i).min_dis_cluster=min_dis_cluster; 

   end 

 end 

end 

hold on; 

countCHs; 

rcountCHs=rcountCHs+countCHs; 

grid on; 

end 
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CHAPTER 4 

CONCLUSION 
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We proposed LEACH  so every sensor node in a heterogeneous two-level hierarchical 

network independently elects itself as a cluster head based on its initial energy relative to 

that of other nodes. Unlike, we do not require any global knowledge of energy at every 

election round. Unlike, it is dynamic in that we do not assume any prior distribution of the 

different levels of energy in the sensor nodes. Furthermore, our analysis of LEACH is not 

only asymptotic, i.e. the analysis applies equally well to small-sized networks. We are 

currently extending LEACH to deal with clustered sensor networks with more than two 

levels of hierarchy and more than two types of nodes. 
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