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Q1. Choose the correct option "'j[l-;'i#l+1+1]

A. Which of the following statement are true with respect to performihg ‘noise resistive?
a) Support Vector Machine e
b} Linear discriminate analysis
¢) Quadratic disctiminate analysis
d) All of the above

B. Which of the following is invalid pair T
a) (Change in sign to Objective function , to deal.ill'defined objective function )
b} (Use constraints, to deal ill defined objective function)
¢} (Primal of SYM , maximization prchlem).

[CO1]

d) (Linear problem, Neural Network) - " [CO2,C03]
C. Which one is not valid method of Qﬁtﬁnization
a) maximization of loss function” b) maximization dual of loss function
¢) Minimization of linear los§ function without steepest descent d) none of the
above R [CO3]

D. Which of the fqi;lpwing isnot valid termination condition of gradient optimization
procedure, assume-f is-an objective function. Here X;y1and x; are successive solution
a) [|Vfiix, || 2 < threshold
b) |Vfies,| <threshold
¢) |xi41 = x;] < threshold
d) all of above [CO1]

E. Which of the fast convergence strategy for some objective function
- a) Steepest descent with all data
b) Stochastic gradient descent
¢) Mini batch gradient descent
d) All of above [CO1]
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Q2. Find most important Principal component analysis of given below data. How do you
conclude which is best principal component analysis among all? [ 3+2][CO2, CO3]
Point1=(2,3,2) and Point2=(0,3,2)

Q3. Explain the idea of SYM and derive the objective function. [2+3] [COZ, CO3]

Q4. Why Linear discriminate analysis based on bays classifier could not handle outlier? What is

the difference between Linear discriminate analysis and Quadratic discriminate analysis? Show
Thyene r\£‘+hn mrnendiee ACi qqu} r1 471 ")1 rr‘r\1 f‘v'\f\ r”*('yn

Q5. Build a neural network over sigmoid function with 2 hidden layers each. w;th 1 node only
Compnite the parameters for Point1=(2,3,2). [ ] [COI CO2, CO3J.

(36. Why we use back propagation? Why we consider all change in ncxt,,layer'(_]) in order to
know the change occurred in current layer? [2+.2}[CO1, CO2, CO4J

«soherical shape and unknown
" [242] [COt, CO2, CO4}

Q7. Explain the K-mean algorithm. Why it is not suitable fof
number of clusters?

%, Why neyative leaming parameter is found in steepest descent procedure? Explain pictorially
howve seeneost descent Jearns decision curve? . [2.5+1.5] {CO1, CO2]
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