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Q1. What will be the output “y” for the inputs for the given figure? \‘!;:‘h [06 Marks, CO-3]
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Q2. Explain the diffegent t)Jﬁés, of activation functions and write their mathematical expressions.
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Q3. Supposqitﬁég?'isﬁi candidate who has a job offer and wants to decide whether he should
£y %y it . . v

accept thg,éf%etgioi“iNot. So, to solve this problem, the decision ftree starts with the root node

(Salary ?’fﬁ'igute by ASM). The root node splits further into the next decision node (distance from

45 y

the.gfﬁq\e)@xﬁ’d one leaf node based on the corresponding labels. The next decision node further

ga"t’s;é;\'[)ljt3 iinfo one decision node (Cab facility) and one leaf node. Finally, the decision node splits

1

into two leaf nodes (Accepted offers and Declined offer). Draw the decision tree diagram to take
an appropriate decision. [06 Marks, CO-5]

Q4. Write the at least three difference between Parameter and Hyper parameter of model?
[06 Marks, CO-4]

Q5. Write remedies to avoid over fitting and under fitting? [05 Marks, CO-2]
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Q6. For the data givenin Table,

Using Naive Bayes' model take the

weather is sunny, then the Player should play or not”?

decision for the statement “|f the

[06 Marks, CO-5]
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