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Q1) a)  Explain the Gradient Decent Algorithm. How gradient t_.l'eéent' can be [2] (C0O2)

used to update weights in Artificial Neural Networks (ANN).
b)  What is Perceptrons? Explain hypothesis ﬁmctiori'for?erceptrons. [2] (CO2)
¢)  Design a two layer network of Perceptrons to implement the Boolean [2] (CO2)
function A XOR B, where A and B are two b-_::o’lcan variables.

Q2) a) Flaborate the differences bemeell__ni;c-hi.ﬁe learning and deep learning.  [2] (CO1)
b)  Explain the key requirements in designing deep learning applications.  [2] (CO1)
¢} Why deep iearning algorithmus are preferred for big data? [1}(COT1)

Q3) a) Explain the architeqtﬁ'r’zé--_(.):f-ANN . How back propagation algorithm is [2] (CO2)

used for training in ANN?
b)  Describe the role of activation function in artificial neural networks. [1](CO2)
¢)  How does noisy data affect the performance of neural networks? [1]1(C0O2)
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