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Note: All questions are compulsory. Carrying of mobile phone during exammatzons‘ wzll’be
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treated as case of unfair means.
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. (a) What makes reinforcement learning deferent from other machnig)eaf’nmg paradigms?

Explain with example. B, &,“& CO-1[2.5]
(b) What is the role of agent and environment ?afeumg%t\ And t+1? How the state is a
function of history? 5 CO-1[2.5]
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3 Enwronment State.
* Agent State
Information State
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¢ Fully Observable Environments
e Partially Observable Environments,

CO-1[3]
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3. Calculate the Probability State Transition Matrix for following Markov Chain with its
observing state CO-2[5]
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