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Abstract 

 
Many times, criminals are spotted in the recordings of the surveillance systems 

but because of lack of technical advancement and lack of manpower, authorities 

don’t get to know that their surveillance systems spotted any wanted criminal. 

Because of this many wanted criminals are free and are left unpunished. To put 

these wanted criminals behind the bars I propose an idea to identify them and 

inform the authorities immediately. This will help us to identify criminals as 

soon as possible and at the same time will save a lot of time and manpower. 

With the help of technology, I want to solve this problem and help the 

authorities.  

 

As the dataset is confidential, consisting of pictures of criminals, it is required 

to be accessed by the authorized user only. Thus, for the sake of security, I have 

used cryptography (encryption) to attain confidentiality and integrity. 
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Chapter 01: Introduction 

 

1.1  Introduction 

The main purpose of this project is to provide authorities [Cyber Cell] 

with a user-friendly video analytics platform to analyse the crowd dynamics 

using surveillance systems. 

Data collected from these surveillance systems is analysed and reported in 

case of any identification or live recognition. Initial phase of this project 

majorly focuses on providing solutions to all the objectives stated below. 

For video surveillance system, currently, I have created the dataset by 

myself so that I can test this platform, later I wish to take a dataset from 

cyber cell so as to practically implement this project and solve this real-

world problem. The data-set will consist of footages from cameras installed 

in the society. The footages are pixelated due to the use of low resolution 

cameras. 

Methodology for the whole the video surveillance system is, firstly, 

preprocessing takes place, query image is preprocessed. Then this pre-

processed image is matched with the dataset using different prebuilt models 

and if any matching occurs, authorities are signalled so as to take the 

appropriate action. 

This system would act as an automated monitor to identify all the wanted 

criminals. 

 

 

Figure 1: A depiction of the crowd scene (Google Images) 
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Figure 2: Recognition of Criminals (Edited by me, from Google) 

 

 

 

 

Figure 3: An example of Live Recognition 
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For encryption and decryption I have used RSA algorithm. RSA (Rivest–

Shamir–Adleman) is a widely used public-key cryptosystem for secure 

communication. Ron Rivest, Adi Shamir, and Leonard Adleman created it in 

1977. The RSA algorithm requires creating a pair of public and private keys, of 

which the private key is used by the intended receiver to decrypt the message 

and the public key is usable by anybody to encrypt messages. 

The RSA algorithm's security is predicated on how challenging it is to factor 

the product of two huge prime numbers. The system is more secure the greater 

the prime numbers utilised to create the key pair. Numerous applications, like 

as secure email communication, online banking, and e-commerce transactions, 

require RSA. The RSA algorithm is still a crucial instrument for secure 

communication in the digital age and has grown to be one of the most utilised 

and researched encryption algorithms in the world. 

 

 

 

 

Figure 4: Encryption Image 
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1.2 Objective 

1. Identification. 

1.1. Identification of a person in a video recording using a picture. 

(Positive/negative outlook both) 

1.2. Identification of a person in a video recording using a small video 

clip/gif. (Positive/negative outlook both) 

1.3. Identification in a list of known criminals. 

2. Live Recognition. 

 

 

 

1.3  Motivation 

 Even after using high quality surveillance systems, authorities are 

not able to identify any wanted criminal even if they get spotted. The lack 

of technical advancement and lack of manpower led authorities in a helpless 

state.  Because of this many wanted criminals are free and are left 

unpunished. 

I want to help the authorities to get rid of this helplessness. This is the main 

motivation behind this idea. To help the authorities so that they can put these 

wanted criminals behind the bars Ipropose an idea to identify wanted 

criminals and inform the authorities immediately. 

This will help us to identify criminals as soon as possible and at the same 

time will save a lot of time and manpower. This is the main inspiration 

behind the whole idea. 
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1.4  Methodology 

1.4.1 Problem Definition 

Analysis and identification of hidden crime patterns are 

the main problems for the police as there is a large amount of 

crime data. So I need some methods to help the investigating 

agency to solve the crimes.  

Criminals are often discovered in the records of surveillance 

systems, but due to a lack of technological advances 

and manpower, authorities are unaware that their surveillance 

systems have detected a wanted criminal. Because of this, many 

wanted criminals go free and go unpunished. To put these 

wanted criminals behind bars Ipropose an idea to identify them 

and report them to the authorities immediately. This will help 

us identify criminals as quickly as possible while saving a lot of 

time and manpower.  

 

1.4.2 Problem Analysis 

CCTV cameras have been put in both public and private 

spaces as a result of advancements in security technology to 

provide surveillance. After a crime, no matter how big or small, 

has been committed, it is challenging for the criminal 

investigation department to assess all the video footage from 

public cameras. It becomes crucial to learn the criminal's past 

and movements. The objective is to complete this task quicker 

with ML than with any manual technique. Understanding the 

criminal activities occurring on and finding suspects depend on 

CCTV footage. Currently, this strategy involves spending time 

manually searching for these people on CCTV surveillance 

footage. Due to the low resolution of such CCTV cameras, the 

process takes a while. The suggested system is being created to 

loop over real-time surveillance photographs and identify 
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criminals based on reference criminal records as a solution to 

these issues. It is advantageous to use facial recognition 

technology to locate offenders. The real-time cropped image of 

the identified offender is saved when the closest match is found, 

and authorised personnel can access it to find and monitor the 

perpetrators or conduct additional investigations. 

 

1.4.3 Solution 

When a security expert inputs an image of the suspect into a facial 

recognition system for criminal identification, the system pre-

processes the image to eliminate distracting components like noise. 

Following that, the algorithm categorises the photographs using cues 

like the separation between the eyes and the length of the chin line. 

The report is then displayed after the system searches the database 

for a precise match.   

The success of this method depends on two factors. Detection and 

detection. One of the most crucial components of a face recognition 

system is face recognition, which can be broken down into four 

primary categories. Approaches based on knowledge, features, 

template matching, and look. 

   

Machine learning approaches provide regression and classification 

techniques to help you achieve the goals.  

In the planning phase, the system is planned. This phase also 

explains why and how the system is created. It is divided into two 

steps:  

1. To gather facial photos to be used as a template for the project 

start system is the subject of a preliminary analysis.  

2. Project Planning- Choose the best softwares and technology for 

detection.  

Face recognition entails the use of automatic recognition followed 

by image or video-based person verification. Face recognition has 
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been explored extensively, yet there are still issues to be solved, such 

as: 

 

 Misalignment  

 Posture changes  

 Lighting variations  

 Expression variations 
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1.4.4 Date Set used in the Project 

 

Currently, I have created the dataset by myself so that I can test 

this platform, later I wish to take a dataset from cyber cell so as 

to practically implement this project and solve this real-world 

problem. The data-set will consist of footages from cameras 

installed in the society (town). These footages are pixelated due 

to the use of low resolution cameras. 

 

Some glimpse of the Data: 

 

 

 

 

Figure 5: Dataset for face recognition 

 

 

 

 

 

 

 



9 
 

1.4.5 Types of Data Set 

 

In this project, I have used images and videos as the data 

set, because I have to recognise criminals from the recorded 

videos and in real time as well. 

 

 

Figure 6: Ndarray of an image 

 

1.4.6 Number of Attributes, fields, description of the data set 

 

I have used RGB (coloured) images as accuracy of black 

& white images is very less. Also, I can use CMYK images or 

any coloured images. I have captured approximately 500 images 

of some individuals in different angles and made the dataset of 

several people. Also, I made some videos to test this system. 
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1.4.7 Steps of the solution for the project problem 

 

1. Data Acquisition  

2. Data Preprocessing 

3. Feature Extraction 

4. Model Building 

5. Training 

6. Testing 

7. Deployment 

 

1.5  Language Used 

Python, a general purpose language, is used to make this project. 

Many packages of python are used to make this project a success. 

For Ex.: opencv, deepface, numpy, matplotlib, etc. 

 

 

1.6  Technical Requirements (Hardware) 

1. A high quality camera which can capture videos. [30FPS and 

720p] 

2. A computer with high processing power. [More the processing 

power, less will be the time for computation/results.] 

 

1.7  Deliverables/Outcomes 

1. Criminal Identification was successfully done in CCTV recordings with 

all types of media [video and picture] with a high accuracy. 

2. Live Criminal Recognition was successfully done with a high accuracy.  

3. Encryption and Decryption of media dataset was achieved. 
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1.8 Data-Flow Diagram (DFD) 

 

 
Figure 7: Data flow diagram (Google Images) 
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Chapter 02: Feasibility Study 

 

Literature Survey 

To learn more about the topic, several publications that have 

been produced in the disciplines of object, face, and facial recognition 

have been researched. Image processing, object recognition, and neural 

networks. The publications that have an impact on some of the suggested 

methodological designs and flows are summarised in this section. 

 

[0] The use of prospective fingerprints might provide problems for the 

current methods of recognising fingerprints, which are straightforward 

and simple to use, and they might not be obtained from crime scenes. 

Criminals grow more intelligent and are often very cautious while 

leaving their fingerprints at a crime scene. For matching face feeds to 

faces in the database, the system had a face database and an image 

recognition algorithm.  

The conventional pipeline for current face recognition [1] consists of 

four steps. Detection ⇒ Alignment ⇒ Display ⇒ Classification. Apply 

piecewise affine transformations using 3D explicit face modelling to 

derive facial expressions from a 9-layer deep neural network, repeating 

both alignment and rendering steps.  

 

The most popular sub-technique for this method is face detection, but I 

also employed skin detection [2]. The Haarcascade classifier was the 

algorithm employed. An ellipse is used to model each face. Haar face 

detection is sped up using skin detection. 

Each frame is examined during this multi-step procedure [3]. The Haar 

classifier made the initial detection. The Eigen face and Gabor 

algorithms were used to identify the face in the second stage, and 

decision-making and selection were performed in the third step.  

A biometric procedure based on facial photos is used to recognise a 

person using face recognition [4]. 



13 
 

Face recognition technology with computer assistance has been 

developed. Face recognition [5] is a technique that incorporates 

automated recognition followed by picture or video-based person 

verification.  

 

To provide a consistent context, the author employed a technique-based 

approach [6]. To eliminate light interference in this piece, they 

employed two cameras. They employed a variety of techniques, 

including backdrop subtraction.  

 

The value of a single basic attribute is used to categorise the majority of 

photos [7]. Features usually operate significantly quicker than pixels, 

hence it is always preferable to employ features rather than pixels. There 

are three intermediary phases in the algorithm: 

A) The characteristics of the integration rectangle may be determined 

extremely rapidly by employing the intermediate version of the picture. 

B) The Adaboost approach may be used to create a classifier that aids in 

separating the relevant feature from a huge collection of features. Use a 

variety of both favourable and adverse pictures to practise. 

C) A series of various classifiers  

 

To categorise target variables into several groups, classification 

techniques like KNeighbors Classification are utilised. Next, a neural 

network with input, high-density, and output layers may be used to 

increase the precision of predictions. The model forecasts criminal 

accounts like age, gender, and relationship with the victim based on 

these algorithms. As a result, it is anticipated that this approach would 

make it easier for police to handle criminal cases. [8] 

 

The crime dataset was analysed using k means clustering by the authors 

of study [9]. Rapid mining software is used to create this model. Plotting 

the numbers across time allows for analysis of the clustered results. 

Thus, the model deduces from the study that there were fewer killings 

between 1990 and 2011. 
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 The authors of [10] projected the places with a high likelihood of crime 

and depicted crime-prone zones. The Naive Bayes classifiers algorithm, 

which is a supervised learning and statistical approach for classification 

and has delivered 90% accuracy, was used by the authors to categorise 

the data. 

 

On the Communities and Crime Dataset, Lawrence McClendon and 

Natarajan Meghanathan (2015) [11] employed a variety of prediction 

algorithms, including Linear Regression, Additive Regression, and 

Decision Stump methods utilising the same set of input (features). 

Comparing the three chosen methods, the linear regression approach 

produced the best results overall. The key benefit of the linear regression 

approach is that it can deal with some unpredictability in the test data 

while only introducing a 15% prediction error. 

 

Using clustering algorithms, Rasoul Kiani, Siamak Mahdavi, et al. 

(2015) [12] established a framework for crime prediction. The tool 

RapidMiner is used to achieve this. GA (Genetic Algorithm) is used to 

identify outliers in the data in order to improve prediction accuracy. The 

accuracy of the results from this model is 91.64%. 

 

A methodology was put up by Chirag Kansara, Rakhi Gupta, and 

colleagues in 2016 [13] that examines Twitter users' sentiments and 

forecasts whether they would represent a threat to a certain individual or 

society. Naive Bayes Classifier, used in this model, uses sentiment 

analysis to categorise the subjects. 
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Chapter 03: System Development 

3.1 Requirements 

In order to develop the suggested system, requirement analysis 

is the process of examining both functional and non-functional demands. 

Functional requirements outline what the system must be able to 

accomplish as well as how it must help users carry out and complete 

activities. The system must adhere to quality limits that are non-

functional requirements as stated in the project contract. Non-functional 

requirements are also known as non-behavioural requirements. 

 

3.1.1 Functional Requirements 

This system is a user friendly tool which helps the users 

to identify and recognize people with respect to the dataset either 

from a video or a picture. Also, it is used for live recognition too. 

Further I’ll add more features to this platform to increase its 

accuracy and make it more efficient and add different ways of 

data acquisition. 

 

3.1.2 Non-Functional Requirements 

This system will work on any device which supports 

python programming language but requires high computation 

power. It requires some time for processing and computing 

results based on the size of dataset. Higher the computing power 

is, less will be the time required. 
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3.2 RSA Algorithm 

 

RSA encryption algorithm is a public-key encryption technique. 

 

Public key encryption algorithm: 

Public Key encryption algorithm is also called the Asymmetric 

algorithm. Asymmetric algorithms are ones in which the encryption and 

decryption keys used by the sender and the receiver are distinct. A set 

of keys is given to each sender: 

 Public key 

 Private key 

 

Encryption is performed using the public key, while decryption is 

performed using the private key. A public key cannot be used for 

decryption. Although the two keys are connected, it is impossible to 

extract the private key from the public key. While the private key is kept 

private and only known by the key's owner, the public key is widely 

known. It implies that anyone can send the user a message using the 

user's public key. However, the communication can only be decrypted 

by the user using his private key. 

 

RSA algorithm uses the following procedure to generate public and 

private keys: 

1. Key Generation 

2. Encryption 

3. Decryption 
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Steps for encryption & decryption are in RSA are: 

1. Select p and q as two separate prime numbers. 

2. These prime numbers p and q should be randomly selected for 

security reasons, and they must have similar bit lengths. 

3. Determine n = pq. The modulus for both the public and the 

private keys is 'n'. Its length, or key length, is represented in bits. 

4. Compute φ(n) = φ(p)φ(q) = (p − 1)(q − 1) = n - (p + q -1), where 

φ is Euler's totient function. 

5. Choose an integer e such that 1 < e <φ(n) and gcd(e, φ(n)) = 1; 

i.e., e and φ(n) are co-prime. ‘e’ is the public key exponent.  

6. Determine d as d ≡ e−1 (modφ(n)), i.e. d is the multiplicative 

inverse of e (modulo φ(n)). Solve d given d⋅e ≡ 1 (mod φ(n) 

7. Encryption: c ≡ me(mod n) 

8. Decryption: m ≡ cd(mod n) 

 

Some characteristics of the RSA algorithm: 

 It is a well-liked exponentiation over integers, including prime 

numbers, in a finite field. 

 Because this method uses sufficiently large integers, it is 

challenging to solve. 

 This algorithm uses two sets of keys: a private key and a public 

key. 

 

 

Figure 8: RSA Working (Google Images) 
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3.3 VGG Model 

The VGG is an abbreviated form of the Visual Geometry Group from 

Oxford. Two models with 16 and 19 layers depth are there. 

VGG is a convolution neural network (CNN) model supporting 16 and 

19 layers. K. Simonyan and A. Zisserman from Oxford University 

proposed this model and published it in a paper called Very Deep 

Convolutional Networks for Large-Scale Image Recognition. 

VGG16 is a CNN model which is used for image recognition. It is 

unique that it has only 16 layers which have weights, compared to 

relying on a large number of hyper-parameters. It is one of the best 

vision model architectures. 

 

 

Figure 9: VGG model (VGG Neural Network Architecture) 

 

 

3.4 Transfer Learning 

Transfer learning is the process of employing a model that has already 

been trained to solve a new problem. It is presently particularly well-

liked in deep learning because of its capacity to train deep neural 

networks with relatively minimal data. This is highly helpful because 

the majority of real-world problems frequently lack the millions of 

annotated data points needed to train such sophisticated models. 
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Using a machine learning model that has already been trained to address 

a different but related problem is referred to as "transfer learning." So 

the core idea behind transfer learning is to use what has been learned in 

one activity to enhance generalisation in another. The weights of a 

network are moved which were taken from "task-X" to a fresh "task-Y." 

 

Transfer learning is typically used in computer vision and natural 

language processing tasks like face recognition, sentiment analysis, etc. 

due to the massive amount of CPU power required. 

 

Figure 10: Concept of Transfer Learning (Google Images) 
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Chapter 04: Performance Analysis 

 

4.1 System Properties  
 

The system is modularized which means that all functions and files are 

separated as per their use case and functionality. This makes this system 

easily understandable, readable, follows certain standard and makes it 

scalable. 

This system makes use of a simple, user-friendly, User Interface made 

by Python. The user interface can be greatly enhanced and 

made exciting and thrilling.  

  

4.2 Performance 

 

Based on experiments, these models are over performing models: 

FaceNet, VGG-Face, ArcFace and Dlib. 

Following are the accuracies of these models on other datasets [Dataset 

used are: LFW and YTF] which are declared by its creators. This is the 

concept of transfer learning, in which an already existing model is used 

for a new application. 

 

Table 1: Accuracy of few pre-trained models  

(Source: Official deepface repository 2020) 

Model LFW Score YTF Score 

Facenet512 99.65% - 

ArcFace 99.41% - 

Dlib 99.38% - 

Facenet 99.20% - 

VGG-Face 98.78% 97.40% 

Human-beings 97.53% - 

OpenFace 93.80% - 

DeepID - 97.05% 
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Table 2: Various metrics of few pre-trained models  

(Source: Serengil 2020) 

 

Model Name Cosine Euclidean Euclidean L2 

VGGFace Threshold: 0.31 

Accuracy: 89.28 

Precision: 97.41 

Recall: 80.71 

F1: 88.28 

Threshold: 0.47 

Accuracy: 81.42 

Precision: 97.82 

Recall: 64.28 

F1: 77.58 

Threshold: 0.79 

Accuracy: 89.28 

Precision: 97.41 

Recall: 80.71 

F1: 88.28 

FaceNet Threshold: 0.40 

Accuracy: 98.21 

Precision: 100 

Recall: 96.42 

F1: 98.18 

Threshold: 11.26 

Accuracy: 98.57 

Precision: 100 

Recall: 97.14 

F1: 98.55 

Threshold: 0.90 

Accuracy: 98.21 

Precision: 100 

Recall: 96.42 

F1: 98.18 

OpenFace Threshold: 0.11 

Accuracy: 57.85 

Precision: 95.83 

Recall: 16.42 

F1: 28.04 

Threshold: 0.47 

Accuracy: 57.85 

Precision: 95.83 

Recall: 16.42 

F1: 28.04 

Threshold: 0.47 

Accuracy: 57.85 

Precision: 95.83 

Recall: 16.42 

F1: 28.04 

DeepFace Threshold: 0.13 

Accuracy: 54.64 

Precision: 100 

Recall: 9.28 

F1: 16.99 

Threshold: 42.21 

Accuracy: 52.50 

Precision: 100 

Recall: 5.00 

F1: 9.52 

Threshold: 0.51 

Accuracy: 54.64 

Precision: 100 

Recall: 9.28 

F1: 16.99 
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Chapter 05: Results & Conclusions 

 

5.1 Discussion on the Results Achieved 

 

The ability to recognize a person from this system is tremendous 

as this system is more accurate than humans. This system is capable of 

recognizing people with more than 98% accuracy. This system is able 

to recognize faces in different orientations, with pixelated pictures and 

videos and is capable of providing quality recognition in normal 

surroundings. 

This system might not work well in dim lighted areas, as Light intensity 

is an important factor for facial recognition. Also, low quality videos 

might not work with this recognition system. 

The face recognition model, which makes use of a typical convolutional 

neural network, represents the face as a vector. Face pairings belonging 

to the same person should resemble one another more than face pairs 

belonging to different people. Cosine similarity is one of many metrics 

that may be used to determine similarity, Euclidean distance, and L2 

shape.  

 

 

5.2 Applications of the Project 

 Criminal Identification. 

 Face Recognition and all possible applications of Face Recognition. 

 Analysis of Crowd Dynamics. 

 Searching any missing person. 
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5.3  Limitations of the Project 

 Setup of video surveillance system is costly as high quality cameras are 

required and high performance computers are required. 

 Low quality videos might not work with this recognition system. 

 Light intensity is an important factor, as pictures in dim light won’t be 

recognized by this recognition system. 

 

5.4 Future Work 

 Integrating different methods of Data Acquisition like for ex. Location 

Based Social Networks (LBSN). 

 Recognition of anomalous objects and activities. 

 To recognize people who try to conceal their identity by any kind of 

makeover, etc. 
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Appendices 

 
 

Figure 11:  Flow-chart of the recognition system (edited by me, from 

Google) 
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Figure 12: Timeline for the project (Made by me on visme) 
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Most important part of scripts: 

 

Figure 13: Code for Cryptography  
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Figure 14: Code for Cryptography  

 

 

Figure 15: Code for Encryption & Decryption 
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Figure 16: When query picture is searched in a video 

 

 

Figure 17: When query video is searched in a video 
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Figure 18: When query picture is searched in multiple pictures 

 

 

 

Figure 19: Real Time Face Recognition 
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Screen shots of the various stages of the Project 

 

Figure 20: Program_1 

 

 
Figure 21: Program_2 
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Figure 22: Identification 
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Figure 23: Live Recognition 
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