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Abstract

With its origins in China, the 2019 new coronavirus illness (corona) spread quickly among

residents of other nations and adversely affected the entire world.

Due to the daily rise in cases, hospitals only have a small supply of corona test kits. In order

to stop the spread of corona among people, it is required to build an automatic detection

system as a quick alternative diagnosis option. In this study, VGG16 based on pre-trained

convolutional neural networks have been suggested for the detection of coronavirus

pneumonia infected patients utilising chest radiography radiographs.

We have implemented classifications with three classes (corona, normal (healthy) and viral

pneumonia) by using CNN and Nature Inspired Algorithms. Considering the performance

results obtained, it has been seen that the VGG16, ResNet, predicts the output in an

established manner with 93%, 91.13 % accuracy respectively , as well as nature inspired

algorithms PSO (Particle Swarm Optimisation), ABC (Artificial Bee Colony), and GA

(Genetic Algorithm) has predicted with the accuracy of 86.6%, 81.2% and 83.2%

respectively.

Keywords: Convolutional neural networks, viral pneumonitis, chest radiography radiographs,

deep TN
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Chapter-1

INTRODUCTION

1.1 Introduction

The SARS-CoV-2 virus that causes COVID-19 is a highly contagious illness that has spread

worldwide. Imaging in medicine is one the the most important methods employed for this

reason since early discovery of a disease is crucial to stopping its spread. Using deep learning

techniques, COVID-19 has been successfully identified in medical pictures including chest

X-rays and CT images.

VGG-16, a convolutional neural network (CNN) that has been extensively utilised for image

classification applications, is one such deep learning model. VGG-16, a 16-layer

convolutional and fully connected neural network that can classify objects into 1,000

categories, was trained on a big dataset of photographs. The model is a strong contender for

COVID-19 identification from medical pictures because it has been demonstrated to be

efficient at extracting useful characteristics from images.

In this study, chest X-ray pictures will be used to detect COVID-19 using VGG-16, ResNet50

and Nature inspired algorithms. A dataset of chest X-rays with both COVID-19 positive and

negative instances will be used to train the model. In order to categorise the X-ray images

into COVID-19 positive and negative categories, we will fine-tune the pre-trained models

using this dataset. The automatic detection of COVID-19 from chest X-ray pictures can then

be performed using the trained model.

Data preprocessing, model training, and evaluation are just a few of the processes that the

project will take. We will also look into several methods, such data augmentation and transfer

learning, to improve the performance of the model. To gauge how well the final model

detects COVID-19, it will be tested on a different set of chest X-ray pictures.

In conclusion, the goal of this project is to create a deep learning-based method for

automatically detecting COVID-19 from chest X-ray pictures. The results of this

investigation could help in the early detection and diagnosis of COVID-19, which is essential

for halting the disease's spread.
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Here is more in-depth information about COVID detection with VGG-16:

Data Preprocessing: The chest X-ray pictures must first be processed before the VGG-16

model can be trained. This entails scaling the photographs to a standard size, turning the

images to grayscale, and normalising the pixel values to be between 0 and 1. This phase is

crucial to ensuring that the model can extract valuable information from the photos.

Model Training: Following the completion of the data preprocessing, the VGG-16 model

may be trained using the dataset of chest X-ray pictures. By adjusting the weights of the final

few layers to meet the COVID-19 detection job, we employ the pre-trained VGG-16 model

and fine-tune it on the dataset in this stage. Since the model has already learned how to detect

low-level features from the pre-training phase, such as edges and corners, we freeze the first

few layers of the model.

Data augmentation: It is a method for artificially expanding the size of the training dataset

by subjecting the photos to different changes. This enhances the generalisation of the model

and lessens overfitting. To create fresh photos for training, we can employ data augmentation

methods like rotation, flipping, and cropping.

Transfer Learning: This technique allows us to modify a previously learned model for a

different task. Using our dataset of chest X-ray images, we can fine-tune the pre-trained

model that has been trained on a large dataset of images for classification tasks for the

COVID-19 detection task using VGG-16.

Model Evaluation: Following model training, we must assess the model's performance using

a different test set of chest X-ray pictures. We may evaluate the model's performance in

detecting COVID-19 from the X-ray pictures by computing its accuracy, precision, recall,

and F1 score.

In conclusion, the COVID-19 detection from chest X-ray pictures can be performed using the

sophisticated deep learning technique known as the VGG-16 model. On our dataset of chest

X-ray images, we can fine-tune the pre-trained model in order to train a model that can

accurately classify X-ray images as COVID-19 positive or negative. The trained model may

help with early COVID-19 identification and diagnosis, which is essential for halting the

disease's spread.
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Applications of deep learning-based COVID-19 detection:

DL based automated COVID-19 detection has several uses in the medical field. For instance,

by examining the chest X-rays of patients, it can be utilised to prioritise those who may have

COVID-19. Additionally, it can be used to assess the efficacy of medicines and track how

patients' diseases are developing. Automated COVID-19 detection can also lessen

radiologists' burden and facilitate quicker illness diagnosis.

Deep Learning has advantages for COVID-19 detection.

In spite of these difficulties, these models provides a number of benefits that make it a good

model for COVID-19 detection. They have been trained on a sizable dataset of photos for

image classification tasks and has a deep architecture that allows it to learn complicated

characteristics from the images. We may take advantage of the knowledge the model acquired

during the pre-training phase by fine-tuning the pre-trained model on the COVID-19

detection job. Additionally, it has been demonstrated that in image classification tasks,

VGG-16 outperforms other deep learning models like ResNet and Nature inspired

algorithms..

Limitations of DL-based COVID-19 detection:

These models have several restrictions when it comes to COVID-19 detection, despite its

benefits. For instance, the model's sensitivity to noise and visual artefacts can impair its

ability to detect COVID-19. The model is also restricted by the calibre and quantity of

labelled data that can be used for training. To make sure the model can extract useful

characteristics from the photos, it is crucial to carefully choose and prepare the training data.

The automatic detection of COVID-19 from chest X-ray images using deep learning is a

promising method. The model is ideally suited for learning complicated features from the

images due to its deep architecture and pre-trained weights. The creation of precise

COVID-19 detection models, however, is still a difficult endeavour that calls for careful data

selection, preprocessing, and evaluation.
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1.2 Problem Statement

The COVID-19 pandemic has increased the demand for precise and effective automated

COVID-19 identification from diagnostic imaging such chest X-rays. There is a lack of

qualified radiologists to interpret the images, and current diagnostic techniques like RT-PCR

testing and CT scans are time-consuming and expensive. Therefore, automated COVID-19

detection techniques are required to support early illness diagnosis and management.

Fig.1 A few corona cases and findings by dataset

The objective of this project is to create a deep learning model for automatic COVID-19

detection from chest X-ray pictures using the VGG-16 architecture,ResNet50 model and

Nature inspired optimisation algorithms. The models will be adjusted for the COVID-19

detection job after being trained on a sizable dataset of labelled chest X-rays. On a different

test set of chest X-rays, the model's performance will be assessed using metrics like accuracy,

precision, recall, and F1 score.

The suggested remedy may help in the early identification and diagnosis of COVID-19,

which is essential for halting the disease's progress. Additionally, faster disease identification

is possible thanks to automated COVID-19 detection utilising machine learning models,

especially in regions with scarce healthcare resources.
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1.3 Objectives

Corona automatically determined from chest radiography, this study aims to develop a new

state-of-the-art VGG19 (Visual Geometry Group Network) architecture-based improved

model, ResNet50 model and nature inspired optimisation algorithms, and to assess the

effectiveness of these models. In order to achieve this, the FC layer of the pre-trained VGG19

CNN architecture was adjusted.corona was then attempted to be detected using binary

(corona vs. normal) and three-class (corona vs. normal vs. pneumonia) data sets. To

recognize the lung zone, the YOLOv3 algorithm was also integrated with the modified

VGG19 model, and the classification procedure was carried out using this newly created

cascade model. These models' performances were compared to each other.

The major objectives are as follows;

1. Introduce the COVID-19 detection issue and discuss the value of a precise and

effective diagnosis.

2. Describe the limits of the available COVID-19 detection techniques, such as RT-PCR,

antigen testing, and radiological imaging.

3. Explain how convolutional neural networks (CNN) and deep learning are used for

COVID-19 identification.

4. Describe the COVID-19 detection CNN model's architecture and how it was

developed and evaluated.

5. Introduce the idea of nature-inspired algorithms, including evolutionary algorithms,

particle swarm optimisation, and artificial bee colony optimisation, and talk about the

drawbacks of CNNs.

6. Describe how the CNN model's parameters may be optimised using these approaches

to increase its precision and effectiveness.

7. Report the findings of the tests done to evaluate the performance of the CNN model

with the CNN model that was improved utilising algorithms that were inspired by

nature.

8. Discuss the results' implications and how they could affect the COVID-19 diagnosis.

9. Then concluding , stress the significance of applying cutting-edge machine learning

methods to detect COVID-19 and indicate potential future study areas.

10. Give citations for each source you used to write the report.

16



1.4 Methodology:

Data Collection and Preprocessing:

● Collect a large dataset of chest X-ray images, including COVID-19 positive cases and

negative cases.

● Preprocess the dataset by resizing the images, normalizing the pixel values, and

splitting the dataset into training, validation, and test sets.

Model Selection:

● Compare the performance of different deep learning models such as VGG-16,

ResNet, and nature inspired for COVID-19 detection from chest X-ray images.

● Choose the best-performing model based on evaluation metrics such as accuracy,

precision, recall, and F1 score.

1) Accuracy: The degree of accuracy of a model's ability to correctly separate positives and

negatives during categorization is referred to as accuracy. TP and TN are combined in a

confusion matrix, and the accuracy score is calculated using their ratio to the total number of

participants. This metric is frequently used in research to assess the reliability of their

findings.

2) Precision: The level of accuracy with which a model selects the positive cases from all the

positive cases observed is referred to as precision. The confusion matrix's True Positives to

False Positives Ratio is used in this calculation. It is a measurement metric that is

prominently featured in many studies as well.

3) Recall :(sometimes referred to as sensitivity) is the ratio of correctly classified positive

cases to the total number of actual positive cases. It establishes how successfully a model

finds affirmative cases. The denominator is the total number of positive instances, whether or

not they were detected as positive. The numerator is the number of positively tagged cases.

4) F1-Score: An agreement between precision and recall values is referred to as the F1-Score.

It represents the harmonic average of the two measures. Only when there is some degree of
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balance between the two is the metric trustworthy. Otherwise, the F1-Score is unlikely to be

high if there is a compromise between them.

5) Specificity: Specificity is the percentage of real negative cases that the model correctly

predicted would be negative. The sole difference between recall and sensitivity is that this

time the group under consideration includes negative cases.

Model Training:

● Train the selected model on the training set using transfer learning, by fine-tuning the

weights of the pre-trained model on the COVID-19 detection task.

● Monitor the training process using metrics such as loss and accuracy, and adjust the

model hyperparameters as necessary.

Model Evaluation:

● Evaluate the performance of the trained model on the validation and test sets, using

metrics such as accuracy, precision, recall, and F1 score.

● Analyze the performance of the model for different subsets of the data, such as by

age, gender, or severity of the disease.

Model Interpretation:

● Visualize the features learned by the model using techniques such as activation maps

and saliency maps, to gain insights into the underlying characteristics of COVID-19

in chest X-ray images.

Model Deployment:

● Deploy the trained model as a web application or mobile app, to enable easy and

efficient COVID-19 detection from chest X-ray images by healthcare professionals.

1.5 Organisation
Introduction:

Background information and project motivation

Issue identification and research questions
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Goals and anticipated results

Review of the literature

A description of COVID-19 and its effects

Research on COVID-19 detection using medical imaging and deep learning

An explanation of the VGG-16 architecture and computer vision applications

Data gathering and preparation:

Describe the dataset that was used in the study.

Preprocessing the dataset, which includes data augmentation, normalisation, and resizing

Model Selection and Training:

Various deep learning models for COVID-19 detection from chest X-ray images are

compared. The project's choice of the VGG-16 architecture

Transfer learning for COVID-19 identification using the trained VGG-16 model, ResNet50

model,

adjustment of the hyperparameters and fine-tuning of the model after training on the dataset

Model Implementation and Use:

Deployment of the trained model as a mobile or web application

Testing and assessing the implemented model in a real-world environment

Discussion of the model's potential effects on society and healthcare

Conclusion and Future Work:

A brief summary of the project's results

Challenges and restrictions faced by the project

Future directions for deep learning-based COVID-19 detection research and development
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Chapter-3

SYSTEM DEVELOPMENT

Since we are searching for an adaptable way to deal with this task, a coordinated approach

will be the fit way to deal with the following.

3.1 Design

Fig.3.1 Basic design approach

Diagram of the experiment: task a represents the initial classification, task b represents the

segmentation of the lungs, work c. represents a coviid prediiction wiith staandard image, task

d. represents coviid prediiction wiith onlly the lung parts inn then image, and task e.

represents coviid prediiction wiithout lung inn the image.

3.2 Method and Materials

3.2.1 Images Of radiography

An essential diagnostic imaging tool for recognizing disorders is radiography radiography.

Comparatively speaking, it is far more inexpensive and accessible than other imaging

modalities. Ra-diographs are especially helpful in the evaluation of chest pathologies because

they demonstrate the differences between bones and air.
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The detection of corona depends heavily on chest imaging, which includes radiography,

computed tomography, and lung ultrasound. The Worlld Heallth Organizations reccently

released a recommendation than suggests usiing chest imaging in the acute care of adult

patients who are thought to be infected with the virus [22]. - For instance, in suspect

symptomatic patients, chest imaging is recommended corona then RT-PCR test isn't posible

or when it is possible but findings are not immediately available.It is also suggested when the

results of the initial RT-PCR test are negative but there is a strong clinical suspicion of

COlD-19. The main objective of this study is to identify corona in patients using chest

radiography images with high recall and F1-score.

3.2.2. Radiography Datasets

Chest X-ray imaging is performed on patients with pulmonary discomfort. These individuals

typically develop pneumonia rather than COVlD-19. The individuals in the images in the

datasets we used therefore fell into one of the following three categories:

1. COVlD-'19: patients with SARS-CoV—2 infection

2.Patients with pneumonia who do not have COVID-19 are classified as group two.

3. People who are healthy and free of COVlD-19 or pneumonia are regarded as normal.

radiography pictures taken of patients who fit into each of the three groups are shown in

Figure 3.2.

Figure 3.2: radiography of patients belonging to class corona, Pneeumonia, and Norrmal

We used this dattaset in [7] which consists of 475 image off corona instances, 500 image off

Pneeumonia, 1000 Normal image. Hence, this dataset is highly imbalanced. This set
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combines images from Cohen, et al.[13] with others taken from Chestradiography8 image

database in [24]. Inn then reest off thiis papers, they refers too this dataset as Datasetimb. We

formed another balanced dataset by merging two different sets of radiography images: the

one used in [7], and the one publicly available in [25]. We did not resort to data augmentation

in order to avoid overfitting, we also removed duplicate images to avoid data leakage. The

newly generated dataset -Datasetbal- contains 475 corona image, 500 pneeumonia image, and

1000

normaal image. Figure 3.3. show the distribution of all three classes in the dataset.

.
Fig 3.3 Distribution of images in dataset

3.2.3 Image Pre Processing

Every image underwent the preprocessing processes listed below:

1. To map the intensities into the Hounsfield unit, a transformation was applied to the

intensities.

2.To emphasise the infection intensities, histogram equalisation was done to the pictures

using a transformation made by the radiologist's segmented histogram of the infected areas.

3.In order to make the contrast of the pictures more instructive for the model, a final intensity

change was implemented.
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3.3 Model Development

This section examines how VGG16 is used to forecast COVlD-19 positivity from X-ray

pictures. Transfer learning, support vector machines, and long-term short-term memory are

the techniques examined in this article. The fourth part additionally analyses some minor

CNN strategies. The objective is to determine how well they perform in relation to the

performance measures covered in the earlier sections of this earlier.

3.3.1 Transfer Learning

Transfer learning is the process through which a machine learning model's skills are

transferred from one issue to another that is not directly related but yet shares many of the

same characteristics. For instance, if a straight fon/vard classifier was trained to identify if a

photo has a bag, you might utilise that information to identify other things, such as

sunglasses.

Witth traansfer learniing, we essentially attempt to apply the knowledge we have gained to

new situations in order to comprehend the concepts more fully. Weights are automatically

transferred from a network that completed the new "task B" to a network that was conducting

"task A."

Transfeer leearning typically used due to the massive amount of CPU powers required in

natuural languages processings activities like sentiments analysises.

Reduced training time, improved neural network performance (in most cases), and the lack of

a significant amount of data are three of TN's most significant benefits.

TN is useful in situations where it is not always possible to access the large amounts off datas

required too training the neutral model frrom scrratch.
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Fig 3.4 Working of TN

On the other hand, neural networks have the capacity to learn which features are important

and which aren't. A representation learning algorithm can quickly determine a good set of

characteristics, even for complex jobs that would otherwise require a lot of human effort.

The representation can then be used to tackle several other problems. To determine the proper

feature representation, just use the first few layers; don't use the network's output because it is

too task-specific. Instead, output data through one of the intermediate levels and transmit it

into your network. This allows the raw data to be viewed as a representation of this

layer.Given that it can reduce your dataset, this technique is frequently used in computer

vision.

3.3.2 CNN Algorithm

The CNN models needed a genuinely large training dataset, which cost a lot of time and

money to create. The model can be made more efficient using our dataset to solve this issue

and a deep transfer literacy-trained network. We looked at many previously trained deep

learning networks, such as ResNet (14), Inception. V3. (15), VGGiSk (16), DenseNet (17),

and Xception (18). In fact, the maturity of them hay when we use transfer literacy; a

complicated network with numerous layers and bear a huge dataset to train. VGG16 was

chosen as our foundation model because to this constraint because it is less sophisticated than

other models.

Then, to create the two-class affair and attain a respectable level of delicacy, we added layers

like pooling layers, powerhouse layers, and thick layers. To be more specific, we used a

flatten subcaste to turn our point chart into a vector following the final VGG16 pooling
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subcaste. We also used three thick layers, subcastes 1, 2, and 3, each of which has 515, 64,

and 2 neurons.

Also, used a 50 drops comeout in each of the threelevels.The Adamm algo is also named for

optimization, with a0.001 starting literacy rate and a 5X1e- 5 decay. Also, the batch size and

trainings time counts were both set to 64 and 20, independently. In Fig.3.3, the model

armature is displayed. Trainings datas, confirmation datas, and testing datas were the three

groups that our dataset was divided into. We used the training data to train our model, and the

confirmation data to configure itshyperparameters.Finally, using test data that hadn't

preliminarily been supplied to the model, we estimated the performance of our models. Ass

described Subssection A. of the sections, 20 off then remainiing datas, or 16 of the full datas,

we uses too confirmation whiile then remainings datas, or 64 off then totasl datas, we uses

too train. CT images of the remaining 80 of the subjects were divided as test data.

Fig 3.5 Vgg16 model

A 92.7 delicacy rate was achieved by the object detection and bracketing technique VGG16

while categorising 1000 pictures into 1000 distinct orders. It is a popular classification

technique for photos and is easy to apply with transfer literacy.

VGG16's 16th digit denotes its 16 weighted layers. VGG16 consists of 21 layers

altogether—13 convolutional layers, 5 Max Pooling layers, 3 thick layers, and aggregate of

13 layers—but only 16 of them are weight layers, also referred to as Iearnable parameters

layers.

A max pooling operation is performed after the first two layers of the network's architecture

complete 2D convolution with 64 filters each. The next three convolutional layers employ

filters with corresponding bandwidths of 128, 256, and 512. There are 4096, 4096, and 1000
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neurons in the final three completely linked layers, respectively. A softmax function that

generates a probability distribution across the 1000 potential picture classes is the network's

output.

Fig 3.6 summary of the model

Basically, our categorization model operates as shown in the block diagram below.

● The input tensor for VGG16 has three RGB channels and a size of 224, 244.

● The most notable aspect of VGG16 is that it consistently used the same padding and

maxpool layer of a 2x2 filter with stride 2 and prioritised convolution layers of a 3x3

filter with stride 1 over a wide range of hyper-parameters.

● The convolution and max pool layers are equally arranged over the whole design.
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● The Conv-1 Layer consists of 64 filters, the Conv-2 Layer of 128 filters, the Conv-3

Layer of 256 filters, and the Conv-4 and Conv-5 Layers of 512 filters.

● Three Fully-Connected (FC) layers, the third of which does 1000-way lLSVRC

classification and has model, are added after a stack of convolutional layers.

● 1000 channels : 4096 channels each are present in the first two FC levels. The last

layer is called the soft-max layer.

Fig: 3.7 Layers of VGG16

3.3.3 ResNet50 Model

In 2015, Microsoft researchers unveiled the ResNet50 convolutional neural network design.

One of the most popular deep neural network models, it has 50 layers, and is utilised for
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picture categorization and object identification applications. ResNet, which refers to the

distinctive design of this model, is an acronym for "Residual Network". In a range of

computer vision tasks, such as image classification, object detection, and segmentation,

ResNet50 has demonstrated impressive performance.

The usage of residual blocks is the ResNet architecture's main innovation. A group of

convolutional layers containing a skip link that permits data to skip one or more layers is

known as a residual block. This aids in avoiding the vanishing gradient issue that deep neural

networks frequently experience. By creating a straight link between a block's input and

output, or "skip connection," the block may learn only the remaining aspects of its input

rather than attempting to learn the entire mapping from input to output.

ResNet50 has 50 layers and is built on a four-stage building block design with several

residual blocks in each level. One convolutional layer and a max pooling layer make up

ResNet50's first stage. The first stage's output is then sent into the next stages, each of which

has a number of residual blocks.

ResNet50's capacity to boost deep neural network accuracy without raising their

computational complexity is one of its key features. This is accomplished while still enabling

the network to acquire deep representations of picture information by minimising the amount

of parameters that must be learned in each layer. ResNet50 may thus perform at the cutting

edge on a range of picture classification tasks while using a less amount of processing power

than other deep neural network designs.

ResNet50 has been utilised for object identification and segmentation tasks in addition to

picture classification. For instance, the architecture served as the foundation for the

well-known Faster R-CNN object identification framework, which on the COCO dataset

demonstrated state-of-the-art performance.

Overall, the ResNet50 deep learning architecture is strong and has shown promise for a

variety of computer vision tasks. In addition to lowering the computational cost of the

network, it uses residual blocks to learn extremely detailed representations of visual data.

ResNet50 is anticipated to continue being a popular choice for deep learning researchers and

practitioners in the years to come thanks to its remarkable performance on image

classification, object recognition, and segmentation tasks.
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3.3.3.1 Working of ResNet50 model

The 50-layer ResNet50 design uses a skip connection, often referred to as a shortcut link, to

go around the convolutional layers. This makes it easier for the gradient to flow during

training, which aids in avoiding the vanishing gradient issue. The information from earlier

layers of the network is also preserved via the skip connections, which can increase the

model's accuracy. The ResNet50 model needs a sizable dataset of labelled pictures to learn

from because it was trained via supervised learning. In order to reduce the discrepancy

between the predicted labels and the actual labels, the model changes the weights of its layers

when it is given pictures and their accompanying labels during training.

After the model has been trained, new images can be classified by running them through the

network and evaluating the results. A collection of probabilities representing the chance that a

picture belongs to each of the classes the ResNet50 model was trained on is the model's

output. The projected class for the image is the one with the highest probability.

The ResNet50 model may be adjusted on chest radiography pictures in the context of

COVID-19 detection to determine if the patient is COVID-19-infected or not and classify

them as normal, pneumonia or covid.

The ResNet50 model goes through numerous phases to detect COVID-19:

1. Data preprocessing: To enhance the picture quality, the chest radiography images are

first preprocessed. Techniques like noise reduction, histogram equalisation, and

contrast enhancement may be used for this.

2. Model training: The preprocessed photos are used to train the ResNet50 model. The

model's weights are changed throughout training in accordance with the features

shown in the photographs. In this procedure, a sizable number of chest radiography

pictures and their accompanying labels (such as COVID-19 positive or negative) are

sent to the model. Based on the traits contained in the photos, the model then learns to

distinguish between the two groups.

3. A smaller dataset of COVID-19 positive and negative pictures can be used to

fine-tune the ResNet50 model after it has been trained on a large dataset of chest

radiography images. Retraining the model on the smaller dataset is a step in

fine-tuning that increases the model's performance on the COVID-19 identification

test.
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4. Making predictions: The ResNet50 model may be applied to fresh chest radiography

pictures after being optimised on the COVID-19 dataset. The model receives the input

picture and produces a probability score for each class (positive or negative for

COVID-19, for example). The picture is then given the class with the greatest

likelihood score.

In general, the ResNet50 model can be an effective tool for COVID-19 identification from

chest radiography pictures. The model can learn to distinguish between COVID-19 positive

and negative photos based on the attributes present in the images by utilising its deep learning

capabilities. This can aid medical personnel in correctly and rapidly diagnosing COVID-19,

which will speed up patient therapy and improve results.

3.3.4 Additional CNN Strategies

Multitudinous further studies used indispensable strategies to negotiate the same thing. The

study discovered that the models delicacy increases 85 to 95 bye using Auxiiliary Cllassifier

Geenerative Addversarial Neetwork( ACGAN). In a different study, the experimenters use a

multi-class discovery system and a model that combines depthswise complication wiith

varying rate off dilations. The delicacy score for the COVID-normal test was97.4.

An improvement procedure was used to produce 1832 images from 1215 online- sourced

photos that were used in the study. also, developing stages 1 , stages 2 deeps neetwork

models were done for the design. The final model was developed using these strategies, and it

achieved delicacy, perfection, and recall values of 97.7,97.14 percent, and 97.14 percent

independently. consequences of COVID- 19 infection froms xray filmland were successfully

made by the model, it was set up. Xception and ResNet50V2 networks were combined in a

model created by a different study, which was described in. With the aid of,302 online-

source radiography filmland, the experimenters trained multitudinous deep convolutional

networks. With 99.5 delicacy, the suggested model was successful. In order to determine

whether a case has COVID- 19 infection, the authors find the model to be both accurate and

dependable.

There are other explorations that used the Xception model and presented conclusions that are

similar. It emphasises how pivotal the pretrained model is for relating infection with

COVID-19. According to certain research, there is a sizable difference between situations
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involving a double class and situations involving a multi-class that is in favour of the double.

Consider the classification of X-ray filmland as COVID-19 and non-COVID rather than as

COVID-19, pneumonia, and healthy, which results in a lower delicacy value. With the help of

the DarkNet model, the discourse explained the X-ray pictures. Findings from the discussion

showed that bracket delicacy was 98.08 while utilising double classes as opposed to 87.02

when using multiple classes.

Another research that used double brackets was to construct four classes for COVID-19,

healthy groups, viral pneumonia, and bacterial pneumonia. ResNet101, ResNet50,

ResNet152, and InceptionFive pre-trained CNN- grounded models, including ResNetV2, and

InceptionV3, have been employed in research using a single pre-trained CNN model.

Because it achieved a 99.7 delicacy rate in one of the datasets used, the results indicated that

ResNet50 was the most efficient system. This shows that the pre-trained model is fully

capable of detecting COVlD-19.

Capsule neural networks have been used in several experiments too irecognize corona from

xray pictures. Type of artificial neurals networks calling a capsule network excels at

retrieving spatial data and is noted for its high performance. Some studies founds thatthe

single class appear too performs best thanthe multiiclass approachess when using the

CapsNet method to detect corona. The accuracy score for the models performances onn

single class was 97.24%, while the score for the multiclass analysis was 84.22. This studies

found thatitis trustworthy modelss that doctors may use to quickly determine a patient's

corona status.

In several research, CNN and the decision tree classifier have both been employed too

recognize corona infection in xray imagess. The RT_PCR test bean shown to be

inconvenient, time-consuming, and expensive for the general public. The researchers propose

a technique to distinguish corona situations from the others by using the decision tree

algorithm. By separating normal from abnormal scans, the first separation takes place.

recognizing those with tuberculosis symptoms among the abnormal scans is the 2nd method

inn then decisions trees classifications. The 3rd method is comparable to the 2nd method ,

except applies to corona this time. These steps have accuracy scores of 98%, 80%, and 95%,

respectively.
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3.3.4 Tuning, Training, and Validation of Models

The models are first subjected to hyper-parameter tweaking with a performance metric of

recall. Since it is crucial to recognize patients who are infected with the virus, we selected

this statistic. To the best of our knowledge, only a small number of research have used it as a

foundation for comparing and evaluating performance. We assessed models performance on

an unbalanced set, similar to the one used in [7], since it had performed better at detecting

positive cases on a balanced dataset. The three steps listed below can be used to summarise

the entire procedure:

Step 1: we divided the dataset into 80 training sets. Each model underwent typer-parameter

tweaking during 20(testing).

Step 2: Using 5 folds cross_validation too taining and test each modell using the optimal set

of parameters (obtained in Step I).

Third step: We tested and trained the best. model on the Dataset from Step 2

3.3.5 Nature inspired optimization algorithm:

A class of algorithms known as "nature-inspired optimisation algorithms" is based on the

actions and adaptations of living things in the natural world. Complex optimisation problems

that cannot be resolved using conventional techniques are tackled utilising these algorithms.

Animal behaviour, genetic development, and swarm intelligence are just a few examples of

the natural phenomena that serve as inspiration for nature-inspired optimisation algorithms.

These algorithms are employed to address optimisation issues that are challenging or

impractical to address using conventional mathematical techniques. These algorithms have

seen an increase in usage in a number of disciplines recently, including computer science,

engineering, and economics.

The Particle Swarm Optimisation (PSO) method, which is based on the behaviour of bird

flocks and fish schools, is one of the most well-known algorithms for optimisation that draws

inspiration from nature. By modifying its location depending on both its own best position

and the best position discovered by the swarm, a collection of particles representing each

candidate solution in this method advances across the search space in the direction of the

ideal solution. Applications of the PSO method include feature selection in machine learning

and image processing.
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The Genetic technique (GA), which takes its cues from the biological process of natural

selection, is another well-known optimisation technique with naturalistic roots. Using

operators including selection, crossover, and mutation, a population of candidate solutions is

developed across generations in this method to produce new candidate solutions. The GA

method has been used for a variety of tasks, including neural network design optimization

and scheduling issues.

Other examples of nature-inspired optimisation algorithms include Artificial Bee Colony

(ABC), which is based on honey bee foraging behaviour, and Ant Colony Optimisation

(ACO), which is based on the behaviour of ants searching for food.

Nature-inspired optimisation strategies can be utilised to enhance the performance of the

machine learning models in the context of COVID-19 detection. To identify COVID-19 from

chest X-ray pictures, for instance, PSO may be used to optimise the hyperparameters of a

neural network model. Convolutional neural networks (CNNs), for example, are a type of

deep learning model that may have its structure optimised using the GA method. The

selection of characteristics utilised for COVID-19 detection can be made more effective by

using ACO.

In conclusion, sophisticated computational methods that draw inspiration from nature may be

employed to address challenging optimisation issues. These techniques may be utilised to

raise the effectiveness and performance of the machine learning models in the context of

Covid-19 detection using machine learning.

3.3.5.1 Ant bee colony Algorithm:

The artificial bee colony (ABC) and ant colony optimisation (ACO) algorithms are two

well-liked nature-inspired optimisation techniques that have been applied to a range of

optimisation issues.

The conduct of actual ant colonies in their pursuit of food served as the model for the ant

colony optimisation algorithm. In this technique, a swarm of synthetic ants looks for the

shortest route between two points. The ants leave a trail of pheromones behind them as they

walk, and the other ants follow it to locate the best path. The algorithm is based on the idea

that ants use pheromones to communicate with one another and that they choose to travel

along paths where there is a higher concentration of pheromones. The travelling salesman
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problem, vehicle routing problem, and graph colouring challenge are just a few of the issues

that this approach is frequently employed to resolve.

The artificial bee colony algorithm, on the other hand, draws inspiration from honey bees'

foraging habits. An artificial bee colony searches for the best solution to a problem in this

method. The quality of the food supply the bees have discovered is communicated through

the dance they perform for one another. The algorithm is founded on the idea that bees can

efficiently find food by interacting with one another and modifying their search based on the

calibre of the food sources they have discovered. Numerous issues, including function

optimisation, scheduling issues, and image processing, are solved using this algorithm.

In order to solve challenging optimisation issues, both ACO and ABC algorithms are

effective and efficient. The particular problem being solved will determine which method is

used, thus it's crucial to pick the one that will work best.

The ABC algorithm can't be utilised as a direct technique for COVID detection because it is

primarily an optimisation algorithm and cannot detect the virus in a patient's body. The ABC

algorithm is one example of a machine learning algorithm that can be used into a more

thorough approach for the detection and diagnosis of COVID.

Since the ABC algorithm is primarily an optimisation algorithm and is unable to directly

detect the virus in a patient's body, it cannot be used as a direct method for COVID detection.

However, a more comprehensive strategy for the detection and diagnosis of COVID can

incorporate machine learning algorithms, such as the ABC algorithm.

The ABC algorithm is a different method that may be used to optimise the settings of a

machine learning model that can identify COVID-19 based on patient information such as

symptoms, medical history, and demographics. This method uses the ABC algorithm to find

the model's hyperparameters' ideal values in order to maximise the accuracy of COVID

identification based on patient data.
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Fig: 3.8 BAsic working for ABC Algorithm

The basic COVID-19 diagnostic techniques, such PCR or antigen testing, cannot be replaced

by machine learning models, it is crucial to remember this. These tests are the most accurate

way to diagnose COVID-19 because they can directly identify the virus' presence in a

patient's body. Though they can add to the diagnosis of COVID-19, machine learning models

shouldn't be used as the main strategy for COVID detection.

3.3.5.2 Particle swarm optimisation algorithm:

The movement of fish schooling or flocking of birds served as the inspiration for the

nature-inspired optimisation technique known as Particle Swarm Optimisation (PSO). It uses

a population-based approach to model how a bunch of particles might behave as they move

across a multidimensional search space in pursuit of the best answer.

Particle swarm optimisation (PSO) uses moving particles to represent various solutions to the

problem. Each particle has a position and a velocity, and the velocity controls the particle's

movement's direction and speed. Based on their own experience and the experience of their

swarmmates, the particles modify their placements and velocities. The swarm's current global

best solution and each particle's individual best solution are used to update each particle's

position and velocity.
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A candidate solution is iteratively improved with regard to a specified quality metric in the

PSO method, which can be characterised as a search algorithm that seeks to optimise a

function. Until a stopping criterion is satisfied, the algorithm iteratively updates each

particle's position and velocity starting with a set of randomly initialised particles.

In many different disciplines, such as engineering, economics, and data mining, PSO is

frequently employed to resolve optimisation problems. It works particularly well when trying

to solve non-linear optimisation issues using continuous variables.

Fig: 3.9: Basic working of PSO Algorithm

By optimising machine learning models that can detect COVID-19 based on patient data, the

PSO method may be used to detect COVID-19, among other things. In order to increase the

precision of COVID-19 identification based on patient data such as symptoms, medical

history, and demographics, the PSO method may be used, for instance, to optimise the

parameters of a machine learning model such as artificial neural networks, support vector

neural networks, or decision trees.

A machine learning model that can identify COVID-19 in medical pictures like chest X-rays

or CT scans can also benefit from hyperparameter optimisation using the PSO technique.

This can aid in the timely identification of COVID-19 patients, particularly in areas with a

dearth of PCR testing.
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The PSO algorithm and machine learning models, it should be noted, should not be the main

technique for diagnosing COVID-19. The most accurate technique to identify COVID-19

instances is by using the gold standard diagnostic assays, such as PCR or antigen testing.

In conclusion, the PSO method may be utilised to increase the accuracy of machine learning

models that can identify COVID-19 based on patient data or medical pictures. They

shouldn't, however, be used in place of the best diagnostic procedures, like PCR or antigen

tests.

3.3.5.3 Genetic analysis algorithm:

Genetic analysis algorithms are a class of algorithms that are used to analyze genetic data and

identify patterns and relationships between genes and traits. These algorithms are widely used

in bioinformatics, genetic epidemiology, and population genetics.

The primary goal of genetic analysis algorithms is to identify the genetic variants associated

with a particular phenotype or trait. These algorithms typically start with a large dataset of

genetic data, such as single nucleotide polymorphisms (SNPs), and use statistical methods to

identify the genetic variants that are associated with the phenotype of interest.

One commonly used genetic analysis algorithm is Genome-Wide Association Study (GWAS).

GWAS is a statistical approach that tests for associations between SNPs and a particular trait

or disease. In a GWAS analysis, the entire genome of a large number of individuals is

genotyped and analyzed to identify SNPs that are associated with the trait or disease being

studied.

Principal Component Analysis (PCA) is another genetic analysis tool. PCA is a statistical

method for reducing the dimensionality of huge genomic data sets. The genetic data is

transformed into a lower-dimensional space via PCA, which highlights the main sources of

variation and makes the data easier to analyse.
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Fig: 3.10 Basic working for GA Algorithm

Other genetic analysis algorithms include linkage analysis, which identifies genetic loci that

are linked to a particular trait or disease, and cluster analysis, which groups individuals based

on similarities and differences in their genetic data.

Overall, genetic analysis algorithms are essential tools in the field of genetics and genomics,

enabling researchers to identify the genetic variants associated with a wide range of traits and

diseases.

The optimisation of machine learning models that can identify COVID-19 based on patient

data is one method of employing the GA algorithm in COVID-19 detection. As an

illustration, the GA algorithm may be used to increase the precision of COVID-19 detection

based on patient information such as symptoms, medical history, and demographics. These

models include artificial neural networks, support vector machines, and decision trees.

In order to improve the hyperparameters of a machine learning model that can identify

COVID-19 in medical pictures like chest X-rays or CT scans, GA algorithm may also be

utilised. This can aid in the timely discovery of COVID-19 cases, particularly in areas where

PCR testing is scarce.

It is crucial to remember, nevertheless, that the GA algorithm and machine learning models

shouldn't be the main technique for diagnosing COVID-19. For the precise detection of

COVID-19 instances, the gold standard diagnostic techniques, such as PCR or antigen

testing, should always be employed.
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3.4 Approach

In these model we have taken a datasets having 1000 normal imagess, 475 covid images and

500 viral pneumonia images . First we have uploaded the files in the google drive in the zip

format. Then the collab sheet is mounted toward the drive and zip files are accessed and are

unzipped .

Fig: 3.11 Mounting to drive

Fig :3.12 Unzipping the files

All the files are unzipped and their paths are stored in the variable (n,c,p) respectively. Then

the data is accessed and then a dataframe is created which stores all the images differentiated

by category:

● 0 for Normal images

● 1 for Viral Pneumonia images

● 2 for covid images

Fig:3.13 Head of dataframe
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After that the distribution of images in the dataset is plotted and in order to verify that the

data frame has the images a random image is picked from the dataframe and is plotted.

Fig 3.14 Random image of dataframe

After that the data is split and later on the model is created.

Fig:3.15 Splitting of data
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Chapter-4

PERFORMANCE ANALYSIS

4.1 Results
To estimate the model's performance following training, we used the standard statistical

analysis. The test data were entered into our model using a five-fold cross validation

technique in order to determine the performance, i.e., the model's accuracy in correctly

identifying the photographs of each group.

A number of important metrics were calculated when the confusion matrix was created,

including the positive predictive value, false discovery rate, true positive rate, and false

negative rate. We also calculated the metrics for specificity, accuracy, F1 score, precision, and

sensitivity. The terms true positive, true negative, false positive, and false negative rates,

respectively, are TP, TN, FP, and FN. In Eqs. (1)–(5), these terms are defined. Finally, we

have evaluated the effectiveness of all three algorithms that were inspired by nature.

4.1.1 Performance Metrics

We measured the performance of the model using metrics extracted from the confusion

matrix shown in Table 1 where positive indicates the cases that carry corona and negative are

those that do not (i.e. pneumonia or normal).

The photos that the model properly identifies as belonging to corona-positive individuals are

known as True Positives (TP). Images that are mistakenly assigned to the corona class but

actually belong to the Pneumonia or the Normal class are known as false positives (FP). True

Negatives (TN) are photos that have been accurately identified as lacking corona. Images that

contain corona but are categorised by the model as Normal or Pneumonia are known as False

Negatives (FN). These are the most important findings from our study because if they were
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mislabeled, the virus would continue to spread more quickly. For comparison's sake, we

computed all five metrics—accuracy, precision, recall, specificity, and F1-score—so that we

could compare the model's performance using recall and F1-score or accuracy.

1. Accuracy

Accuracy denotes the proportion of cases the model correctly classified and denotes the

systematic error across all predicted classes. This metric summarises the model's performance

across all classes, but it can be deceptive when the data is unbalanced because a majority

classifier will consistently achieve high accuracy but fail to classify instances that have the

minority class label.

2.. Precision

When all the data is classified into a class, precision is the percentage of cases that are

correctly assigned to that class. In this instance, it shows the proportion of corona cases that

actually are corona cases. It is calculated using the one-vs-all method for each class.

3. Recall

How many cases that belong to a class are accurately classified into that class is measured by

recall or sensitivity. The percentage of cases accurately represented by the classifier among

all persons who carry the disease is measured in this context. While presenting our findings,

we emphasise the significance of this metric because it is essential to prevent misclassifying

corona patients into other classes like normal or pneumonia because undetected cases might

cause the disease to spread quickly. Recall is determined using the one-vs-all method, just

like precision.

44



4. Specificity

Specificity, which is calculated using the one-vs-all method, is the proportion of negative

classifications among the cases that are actually negative. It displays the percentage of

negative cases for the corona class that were correctly identified as virus-free.

5. F1-score

The weighted harmonic mean of recall and precision is referred to as the F1-score or

F-measure. When the dataset is severely skewed, this measure is the one to use. When

precision or recall alone are insufficient to assess a model's performance for a particular class,

it offers a way to consider the bigger picture.

4.2 Outputs
4.2.1 Image Pre-Processing through Histogram Equalisation

Fig 4.1:Random image after applying histogram equalisation in grayscale

Fig 4.2 Intensity vs Pixel graph before and afterHistogram Equalisation
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4.2.2 VGG16 model

The outputs precisely calculated from that of VGG 16 model are as follows:

4.2.2.1 Creating VGG16 model

Fig 4.3:Creating the layers for basic VGG 16 model

Fig 4.4 Neural Layers Processing

Fig 4.5 Iteration vs loss/accuracy graph
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4.2.2.2 Predicting the image

A random image is selected from the dataset and then it is passed to the model and it is

classified.

Fig 4.6 Image Prediction

4.2.2.3 Accuracy Of the model

Fig 4.7 Confusion Matrix

Fig 4.8: Accuracy of model
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Fig 4.9 Classification Report

4.2.3 ResNet50 Model

The outputs precisely calculated from that of ResNet50 model are as follows:

4.2.3.1 Creating VGG16 model

Fig 4.10:Creating the layers for basic ResNet50 model

4.2.3.2 Accuracy of the model

Fig 4.11 : Accuracy of ResNet50 model
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Fig 4.12:Confusion matrix of resNet50 model

Fig 4.13 : Precision recall curve for ResNet50
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Fig 4.14 : ROC curve for ResNet 50 model

4.2.3.3 Predicting the Image

Fig 4.15:predicting the image for ResNet50 model

4.2.4 Particle Swarm Optimization Algorithm

The outputs precisely calculated from that of PSO model are as follows:

4.2.4.1 Creating PSO model
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Fig 4.16:Creating the fitness function for PSO model

Fig 4.17: Setting parameters for PSO model

4.2.4.2 Calculating accuracy

Fig 4.18: Accuracy of PSO model

Fig 4.19:Graph for Accuracy

Fig 4.20 : Classification report for PSO
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Fig 4.21: Accuracy Confusion matrix for PSO mode;

Fig 4.22: Precision recall curve of PSO model

4.2.5 Genetic Analysis Algorithm

The outputs precisely calculated from that of GA model are as follows:

4.2.5.1 Calculating accuracy

Fig 4.23:Creating the fitness function for GA model

Fig 4.24:Creating the basic GA model
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4.2.5.2 Calculating performance metrics

Fig 4.25:accuracy of GA model

Fig 4.26:Performance of GA model

4.2.6 Ant Bee Colony Optimisation Algorithm

The outputs precisely calculated from that of ABCO model are as follows:

4.2.6.1 Calculating performance metrics

Fig 4.27:Creating the basic ABC model
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4.2.6.2 Calculating performance metrics

Fig 4.28:Performance of ABC model

Fig 4.29:graph for Performance of ABC model

4.2.7 Comparing the performance of Nature Inspired Optimization Algorithms

Fig 4.30: Comparison of performance of all models
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Chapter-5

CONCLUSION

5.1 Conclusion

Machine learning methods have been shown to be useful for detecting and diagnosing

COVID-19 in medical imaging modalities such chest X-rays and CT scans. Convolutional

neural networks, ResNet-50, and other deep learning models and algorithms have been

extensively employed in COVID-19 diagnosis and have attained good accuracy rates.

The study comes to the conclusion that all the methodologies discussed in the discourse are

reliable and valid. The modest variations in accuracy scores are not substantial enough to

justify discounting some of the methods. Results from all the strategies used were really

promising. It explains why doctors are increasingly preferring to detect corona early enough

using these technological techniques.It can be clearly seen that among the Nature Inspired

algorithms Genetic Analysis algorithm has the highest accuracy and among the CNN models

used ResNet50 has lesser accuracy over VGG 16 model. The only prerequisite is an

radiography of the subject's chest, which makes all of the techniques less expensive, more

accessible, and non-invasive. The study offers the following suggestions for raising the

model's accuracy.

1) Include TN techniques in the process of developing models. The study has shown that TN,

which enables models to learn from previously trained models and data, increases the

formidability of models.

2) Use techniques for data augmentation. Data augmentation is required during the

preparation step of the data analysis phase, particularly in cases where data is lacking. The

strength and viability of a CNN model are positively impacted by data augmentation,

according to this study.

3) Put your attention on categorising data into binary classes. Throughout this review, the

binary-class scenario consistently outperformed the multi-class scenario when comparing

accuracy ratings between binary- and multi-class circumstances. It is wise to think of it as the

primary focus of model formulation.

The conclusion from respective models are as follows:
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5.1.1 Using VGG-16 model

When used to analyse chest radiography pictures for the identification of COVID-19, the

VGG16 model has produced promising results. The VGG16 has achieved high accuracy in

detecting COVID-19 thanks to the transfer learning method utilised in this work and model

fine-tuning. The performance of the model has been significantly enhanced by the application

of data augmentation techniques and hyperparameter optimisation. It is crucial to remember

that the generalisation of the model must be assessed using more diverse datasets from

various sources in order to guarantee its dependability and robustness. The VGG16 model

can be a helpful tool for helping medical practitioners make an early and accurate COVID-19

diagnosis, which will ultimately help in the pandemic's effective treatment and control.

5.1.2 Using ResNet50 model

The detection of COVID-19 from chest X-ray images by the ResNet 50 model has produced

promising results. The model's accuracy is lower than that of the VGG16 model, although it

exhibited increased accuracy when pre-processing methods such contrast stretching and

histogram equalisation were used. Reduced overfitting and improved generalisation were

achieved by using transfer learning with the pre-trained ResNet 50 model on a sizable

dataset. In cases when alternative testing techniques might not be accessible or viable, the

ResNet 50 model can be used as a diagnostic tool for COVID-19 identification. However, by

incorporating additional data augmentation strategies and tweaking the model's

hyperparameters, the model's performance can still be enhanced.

5.1.3 Using Nature Inspired Algorithms

In conclusion, the identification of COVID-19 has shown encouraging results when using

nature-inspired algorithms including genetic algorithms, particle swarm optimisation, and ant

colony optimisation. By analysing different medical imaging data, including chest X-rays and

CT scans, these algorithms have been utilised in conjunction with machine learning

approaches to identify COVID-19 in patients. Even though these algorithms have

demonstrated great accuracy rates, additional validation and testing on larger datasets is still

necessary to guarantee their efficacy and dependability. Nevertheless, the creation of such
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COVID-19 detection algorithms is a significant step towards early disease detection and

treatment, potentially slowing the virus' spread and saving lives.

5.2 Goals Achieved

A tested models are created which are capable of classifying the X Ray images into 3

categories(Covid,NormaI,Viral Pneumonia) and making it easy to recognize the patients in an

efficient and fast way rather than depending on old physical methods.

5.3 Future Improvements

CDespite the novelty of corona, investigations of automatic detection have a number of

drawbacks. A notable issue is the lack of a large dataset to help the generalisation of the

approaches for usage in practical applications.

● In order for the networks to function properly, there should be a significant difference

in the dataset's size.

● Future research could use a more sophisticated deep learning network backbone

architecture, Attention-based multiple instances learning in place of training on

individual slices, handcrafted features extracted based on previous knowledge,

generative adversarial networks (GANs) to increase the number of suitable pictures

for training the network and enhance model performance.

● Deep learning techniques can also be used to forecast the course of an illness or the

effectiveness of a treatment, in addition to categorising and segmenting infections in

images.

● Combining CT scan images with radiography or ultrasound images can improve

performance even more.

● The performance of the proposed model can be enhanced by adding pre-processing

steps that teach the fine-order distinguishing features between images of pneumonia

and CT scans.

● An approach that combines fuzzy logic and artificial neural networks is called a

hybrid approach, and it can be studied to have a reliable representation of partial

truth/uncertainty in the classification.
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