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ABSTRACT

There’s a common adage that data scientists spend 90% of their time cleaning

data and 10% modelling. With image classifiers, it is more like 99% cleaning

to 1% modelling. This is because a neural network needs images to be of a

standardized size. How many pictures do we come across on a google image

search that are all the same size? There are a bevy of different approaches for

standardizing images and it is important to remember that no method is

necessarily better or worse than another. Each one has its own drawbacks and

applications. Oftentimes your ultimate limiter will be computer power.

Although user-generated image data increases more and more quickly on the

current Internet, many image methods have attracted widespread attention

from industry and academia. Recently, some image classification approaches

using deep learning have demonstrated that they can potentially enhance the

accuracy of the classification based on the high quality datasets. However, the

existing methods only consider the accuracy of the classification and ignore

the quality of the datasets. To address these issues, we propose a new image

data cleaning framework using deep neural networks, named ImageDC, to

improve the quality of the datasets. Image DC not only uses cleaning with the

minority class to remove the images of the rare classes, but also adopts

cleaning with the low recognition rate to remove the noisy data to enhance the

recognition rate of the datasets. Experimental results conducted on a variety of

datasets demonstrate that our model significantly outperforms the whole

approach.

Detecting incorrect scenes uploaded by users and maintaining the correctness

of the database through automatic data cleaning is essential because human

inspection is not feasible for verifying massive amounts of data. In this study,

we compared different feature extractors using deep convolutional neural

networks trained using big data. We designed a multilevel extractor to

improve feature extraction. Moreover, a detector based on multiresolution
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dissimilarity calculation was designed to overcome the issue of large intra

class distances and successfully identify incorrect scenes. The proposed

system was validated using a highly challenging dataset with 138 000 images

collected from Google Places. The experiments show that the multilevel

extractor and the detector based on multiresolution dissimilarity calculation

can improve the accuracy in identifying incorrect scenes and achieve

satisfying data cleaning results
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CHAPTER-1

INTRODUCTION
1.1 Introduction
Data cleaning involves the elimination of erroneous and incorrectly formatted

data. It is common for such problems to arise during the data collection

process, especially when data is sourced from different sources. This can lead

to duplicated and mislabeled data, as well as irrelevant data inputted by human

beings during the data collection process. Such anomalies can render a dataset

useless in machine learning training as the model will not be able to accurately

learn from it. Thus, data cleaning is crucial as it uses various methods to

remove these anomalies and produce a cleaned dataset that can be effectively

used for model training.

This project focuses on applying these data cleaning methods to a dataset of

eye images for the purpose of identifying eye diseases through data analysis.

Data cleaning is a critical aspect of machine learning, as a clean dataset can

generate better results even with a less complex algorithm, compared to a

complex algorithm processing a dataset with errors. A model's accuracy and

reliability depend on the quality of the data used for training. Machine

learning models are not intelligent and can only learn from the data presented

to them. Therefore, inaccurate or incomplete data can lead to incorrect model

features and flawed classification results. In essence, it is better to have better

data than fancy algorithms.

1.2 Problem Statement
The process of data cleaning in image datasets is accompanied by several

challenges or issues. Images are visual data that are transformed into matrices

and learned by machine learning algorithms. However, algorithms require pre-

processed or cleaned data to function effectively.
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One of the problems in image data cleaning is intra-class variation. When

there are different types or variations of images within a single class, such as

different brands or models of cars in a vehicle classification algorithm, it is

challenging to label and organize the data. The data cleaning process must

address this issue by identifying and resolving intra-class variation in the

dataset.

Another significant problem is scale variation, where images of the same

object or class differ in size and aspect ratio. This can change the matrix of the

image substantially while still representing the same object. Appropriate

techniques must be used to remove the problem of scale variation while

retaining the integrity of the data.

Viewpoint variation is another problem that arises when an object appears in

the input data from various viewpoints or angles. For instance, images of the

same eye taken from different angles need to be processed with specific

constraints to ensure accurate data cleaning.

Occlusion is another issue in image classification where other objects or

elements occupy parts of the image, affecting the accuracy of the algorithm's

learning process. Effective data cleaning techniques must address the problem

of occlusion to enhance the accuracy of image classification systems.

1.3 Objective
In our project we have medical data of eye images, which contains images of

human eyes, following are the objectives to achieve the goal of this project.

 After identifying total number of classes in the final classification of the

medical data of eye images, it is important to identify any mislabelled

images. In the case that there are images with labels that do not match the

available classes, it becomes necessary to determine whether to merge this

data into a particular class or exclude it from the dataset altogether. The



3

decision to merge or exclude such data is based on the similarity scores of

the images and the total number of similar data elements. The most

similar cluster can be identified using similarity scores, and this data can

be merged into the rest of the dataset. Ultimately, the goal is to achieve

accurate classification of all images in the datasetTo remove scale

variation images has to be resized in a common aspect ratio, pixel and size,

this has to be done in such a way that no data is lost or modified.

 In order to eliminate differences resulting from different perspectives, it is

necessary to impose restrictions on data collection to ensure that only

images with the desired orientation are selected. If data has already been

collected without this in mind, any elements with an undesired orientation

must be identified and removed.

 If there are additional parts in the images like different objects which are

not required then such images need to be cropped or removed from the

dataset.

1.4 Methodology
The dataset of eyes, which was sourced from Kaggle

https://www.kaggle.com/datasets/kayvanshah/eye-dataset , was contributed by

Kavyash Shah in the year 2020. The dataset is made up of a total of 14.5

thousand images of eyes, out of which 11.5 thousand images are in the PNG

format, while the remaining 2815 images are in the JPG format. The data

collection process involved the use of Google Photos, where a certain

methodology was employed. Initially, a few images were collected from

Google Images, and then they were modified to generate images from

different angles. After that, these images were compiled together into various

folders to generate the complete dataset of eyes.

The dataset of eyes, which was sourced from Kaggle, was contributed by

Kavyash Shah in the year 2020. The dataset is made up of a total of 14.5

https://www.kaggle.com/datasets/kayvanshah/eye-dataset
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thousand images of eyes, out of which 11.5 thousand images are in the PNG

format, while the remaining 2815 images are in the JPG format. The data

collection process involved the use of Google Photos, where a certain

methodology was employed. Initially, a few images were collected from

Google Images, and then they were modified to generate images from

different angles. After that, these images were compiled together into various

folders to generate the complete dataset of eyes.

To ensure that the images in the dataset are standardized and consistent, they

were subjected to a process of regularization and augmentation. As a result,

the dataset achieved an accuracy of over 96% during the initial training

session. The final dataset of eyes is composed of four directories, which are

named "close-look," "left-look," "right-look," and "forward-look." These

directories contain 3828 close-look images, 3457 forward-look images, 3498

left-look images, and 3577 right-look images, respectively.

To ensure that the images in the dataset are standardized and consistent, they

were subjected to a process of regularization and augmentation. As a result,

the dataset achieved an accuracy of over 96% during the initial training

session. The final dataset of eyes is composed of four directories, which are

named "close-look," "left-look," "right-look," and "forward-look." These

directories contain 3828 close-look images, 3457 forward-look images, 3498

left-look images, and 3577 right-look images, respectively.



5

Fig 1: Night Eye Images Dataset [6]

Fig 2: Day Eye Images Dataset [6]

During the image cleaning phase, we utilized various programming tools and

libraries to ensure the accuracy and consistency of the dataset. Specifically, we

employed Python 3.6.4 as our programming language, and PyTorch 1.0.0 as a

deep learning library. Additionally, we utilized Pandas and Numpy to perform

basic computation of the image matrix in the cleaning model. The pygenerator

library was also used to generate the dataset, while matplotlib was utilized to

plot the accuracy curve and some basic comparison curves throughout the

project.

One of the major challenges that we faced during the image cleaning phase

was dealing with mislabelled images present in the dataset. To solve this issue,
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we relied on the assumption that the boundary in clustering problems is

typically located in a low-density region. In the case of binary image

classification, the model learns about the common features of each category

from the high-density region. However, the mislabelled data sources are often

indistinguishable data hidden in the low-density region and the mislabelled

data is often present as background noise data or may be simply due to human

errors during the dataset collection and creation. Therefore, we identified and

removed this portion of the dataset to ultimately increase the accuracy of the

model.

Graph 1: Clustering of data points [2]

In order to identify and eliminate most of the wrong images, we implemented

an algorithm that repeatedly screens the dataset until a clean and precise

dataset is generated. The steps involved in this algorithm are as follows:

 We used a neural network model called VGG_NIN to fetch all the

datasets that need to be cleaned.

 Then, we used this trained model to classify all the images in the dataset

and identify the wrongly labelled ones which are deleted from the dataset.
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 Steps 1 and 2 are repeated, and a threshold hyperparameter is set to stop

the process when the ratio of screen errors is lower than the specified

threshold.

The cleaning model was trained on erroneous data sets using the cross entropy

loss function and variable learning rate. Each batch of 32 training photos had

224 x 224 pixels in each part. The VGG NIN neural network model was

chosen for training. In order to compare the outcomes of each trial to some

extent, fixed random seeds were used during the training and cleaning

processes for the classification model and error image model.

While accurate image datasets may contain false images, such as background

noise images and label noise, this project focuses on eliminating false data and

managing mislabelled data, specifically in ocular image datasets. Label noise

can be classified into two categories:

 Intra-class label noise images are those with incorrect labels within the

two types of images, such as early eye cancer being labelled as non-early

cancer and vice versa.

 External label noise images are those outside of the binary image dataset

that are labelled as part of the dataset, such as eye photos being included

in a classification of eye cancer into two categories: premature and non-

premature.

Convolutional Neural Network

There are two main types of categorization methods that are commonly used

in machine learning. One type involves exclusionary models, such as support

vector machines (SVM), random forests (RF), and convolutional neural

networks (CNNs). These models are based on traditional learning techniques

that are designed to classify data into different categories. The other type
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involves custom feature-based models, which are used to calculate a large

number of features in order to accurately classify data using traditional

machine learning algorithms. However, calculating these features can be

difficult and may result in lower recall rates. To overcome this, more efficient

solutions have been developed that use dimensionality reduction techniques

like principal component analysis (PCA) or feature selection approaches to

reduce the number of features used in classification.

When it comes to brain tumour segmentation, exclusionary approaches are

typically used. This is because these procedures rely on extracting a large

number of low-level image attributes and don't require much prior knowledge

of brain anatomy. This is in contrast to generative modelling techniques,

which use more advanced modelling techniques to represent features and

specific particle IDs.

In recent research, a convolutional neural network architecture was used to

detect and classify brain tumours. CNNs are commonly used to analyze fine

mesh data, such as biometrics or images, and are highly effective in

identifying patterns and features in complex data.

The unique 3D structure of the neural network allows it to analyze the RGB

layer of the image in a highly efficient manner. Unlike previous methods, it

analyzes one image at a time and identifies its essential components before

using those characteristics to classify the image. The input learning technique

automatically detects medium- and high-level representations via

convolutional neural networks (ConvNets). This allows for highly accurate

brain tumour segmentation and classification, even when dealing with

complex and highly variable datasets.

Advantages

Convolutional Neural Networks (CNNs) are a type of neural network that is

designed to process and analyze visual data such as images and videos. They

have gained popularity in recent years due to their superior performance in
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various computer vision tasks, including object recognition, image

segmentation, and detection. CNNs have several advantages over traditional

machine learning techniques, including:

 High accuracy: CNNs have achieved state-of-the-art performance on

several computer vision tasks, such as image classification, object

detection, and segmentation. This is because they are designed to learn

complex features from data, allowing them to capture the intricate details

of images that are essential for accurate classification.

 Ability to learn hierarchical features: One of the key advantages of CNNs

is their ability to learn hierarchical features. In traditional machine

learning techniques, the features that are used to classify an image are

often hand-crafted by domain experts. This can be a time-consuming and

challenging task, especially when dealing with large datasets. CNNs, on

the other hand, can learn features automatically through a hierarchical

process. The first layer of a CNN learns low-level features, such as edges

and corners, while the subsequent layers learn more complex features,

such as shapes and textures.

 Efficient memory utilization: CNNs are designed to efficiently utilize

memory. They use shared weights and biases across multiple neurons in

the same layer, which reduces the number of parameters that need to be

stored in memory. This makes CNNs computationally efficient and allows

them to process large amounts of data with limited resources.

 Robustness to input variations: CNNs are robust to input variations such

as changes in scale, orientation, and lighting conditions. This is because

they learn features that are invariant to these variations. For example, a

CNN trained to recognize faces can recognize a face in an image

regardless of whether it is upside down or tilted at an angle.
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 Transfer learning: CNNs can be used for transfer learning, which involves

reusing a pre-trained model for a new task. This is useful when there is a

limited amount of labeled data available for a new task. Instead of training

a CNN from scratch, a pre-trained model can be fine-tuned for the new

task. This can significantly reduce the training time and improve the

performance of the model.

 Parallel processing: CNNs can be easily parallelized, allowing them to

process multiple images simultaneously. This is especially useful for real-

time applications, such as video analysis, where speed is critical.

 Interpretable features: CNNs learn features that are interpretable, which

makes them useful for understanding how the model makes its predictions.

For example, the features learned by a CNN trained to recognize faces can

provide insight into which facial features are important for recognition.

 Data augmentation: CNNs can be augmented with additional data to

improve their performance. Data augmentation involves creating new

training data by applying transformations to the existing data. For

example, an image can be rotated, cropped, or flipped to create a new

image. This can increase the size of the training dataset and reduce

overfitting.

 Self-learning: CNNs can be trained in a self-supervised or unsupervised

manner, which involves learning features without the need for labeled

data. Self-supervised learning involves training a CNN to predict a

missing part of an image or to colorize a grayscale image. Unsupervised

learning involves training a CNN to learn representations of the data

without any explicit labels.

In conclusion, CNNs have several advantages over traditional machine

learning techniques, including high accuracy, the ability to learn hierarchical
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features, efficient memory utilization, robustness to input variations, transfer

learning, parallel processing, interpretable features, data augmentation, and

self-learning. These advantages make CNNs an essential tool for computer

vision tasks and have enabled significant progress in the

Disadvantages

Although CNNs offer a wide range of benefits, there are also some

disadvantages associated with this technique. In this section, we will discuss

some of the limitations of CNNs.

 Limited Understanding of Global Structure One of the main limitations of

CNNs is their limited understanding of global structure. While CNNs are

excellent at detecting local patterns in images, they often fail to capture

the global context of an image. This can be a problem when it comes to

tasks such as object recognition, where the overall context of an image is

crucial for accurate classification.

 Difficulty with Small Datasets Another limitation of CNNs is their

difficulty with small datasets. CNNs are designed to learn from large

amounts of data, and when the dataset is small, they may not be able to

learn the underlying patterns effectively. In such cases, traditional

machine learning algorithms may be more effective.

 High Computational Requirements CNNs are computationally expensive

and require a significant amount of processing power to train and deploy.

This can be a problem for researchers and businesses with limited

computational resources.

 Limited Interpretability While CNNs can achieve high levels of accuracy

in image recognition tasks, they lack interpretability. It can be challenging

to understand why a particular decision was made by a CNN, making it

difficult to debug and fine-tune the model.
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 Vulnerability to Adversarial Attacks CNNs are vulnerable to adversarial

attacks, where small perturbations are added to an image to cause the

model to misclassify it. This can be a problem in security-critical

applications such as autonomous driving, where a misclassification could

lead to severe consequences.

 Difficulty with Rotation and Scaling Invariance While CNNs are effective

at detecting patterns in images, they are not inherently rotation or scale

invariant. This means that if an object is rotated or scaled, the CNN may

not be able to recognize it.

 Limited Generalization CNNs are often trained on a specific dataset and

may not generalize well to new datasets or applications. This can be a

problem when trying to apply CNNs to real-world problems where the

data may be different from what the model was trained on.

In conclusion, CNNs offer significant advantages in image recognition tasks,

but they also have some limitations that need to be addressed. Researchers

and practitioners should be aware of these limitations and work to overcome

them to develop more robust and effective CNN models.

1.4.1 Software Requirements:

Python 3.9

In order to give Python project maintainers more time to plan the removal of

Python 2 support and the addition of support for Python 3.9, Python 3.9 is the

last version to provide those Python 2 backward compatibility layers.

Advantages of Using Python

Python is a popular programming language used by developers for various

reasons. Here are some of the advantages of using Python:
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1. Platform Independence: One of the main reasons developers prefer

Python over other programming languages is its ability to work on multiple

platforms without requiring significant modifications. Python is a cross-

platform language, which means it can be used on different operating systems,

including Windows, Linux, and macOS, with minimal adjustments. This

platform independence makes it easier to deploy software and create

independent applications. Moreover, Python is a universal language that works

on almost all platforms, so there's no need for a Python specialist to explain

the code.

2. Consistency and Simplicity: Python code is concise, clear, and easy to

understand, making it easier for developers seeking consistency and simplicity

in their work. With Python, developers can write code quickly and effectively,

making it easier to get feedback from other developers in the community to

improve their program or service. Python is simpler to learn and master than

other programming languages, making it suitable for novice developers.

Moreover, experienced developers can build reliable systems with Python and

concentrate on developing their creativity and applying machine learning to

real-world problems.

3. Variety of Frameworks and Libraries: Python has an extensive collection

of libraries and frameworks that provide a dependable environment for

developing programs. These libraries and frameworks can help speed up

program development, particularly on large projects. PyBrain is an example of

a Python-based modular machine learning toolkit that offers simple-to-use

algorithms for machine learning applications. Python frameworks and libraries

provide a proper structure and environment that are necessary for the best and

most reliable coding solutions.



14

Why Python is Most Suitable for our project

The use of machine learning and artificial intelligence (AI) has grown

significantly in recent years due to the demand for automation. These

technologies can be used to solve common problems, such as developing

search engines, spam filters, and recommendation systems. In order to provide

intelligent solutions to real-world problems and automate tasks that are

otherwise difficult to perform without AI, the development of AI technologies

must continue to progress. Python is considered to be the best programming

language for automating these tasks, given its simplicity and reliability

compared to other programming languages.

One of the primary advantages of Python is its active developer community,

which allows programmers to collaborate on projects and provide feedback on

how to improve their code. Even experienced programmers and developers

have much to learn in the complex world of software development, and having

access to a vibrant community where people can discuss and exchange ideas is

a valuable asset. Python is a widely used programming language for machine

learning, data analysis, regression, web development, and other tasks due to its

large developer community.

Python's forums for developers actively encourage the growth of the entire

artificial intelligence community. These forums provide resources that help

students advance their understanding of Python-based machine learning,

which in turn helps to increase the number of specialists in this field. Python is

also gaining popularity among large corporations due to its effectiveness and

simplicity. Companies such as Google use the programming language to crawl

websites, while Spotify uses it to choose songs and entertainment companies

use it to create movies.
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Jupyter notebook 6.4.12

The Jupyter notebook is a web-based tool that is ideal for documenting every

step of the calculation process, allowing users to create, write, and execute

code while communicating the results. This represents a significant shift in

interactive computing, moving away from the console-based method. The

Jupyter notebook is made up of two key components, namely the jupyter web

application and notebook documents.The jupyter web application is a browser-

based tool that allows users to create documents iteratively with mathematical

computations, explanatory text, and the corresponding output in rich media.

On the other hand, the notebook documents provide a visual representation of

all the materials presented in the web application, including the inputs and

outputs of calculations, justification language, mathematics, rich media object

representations, and graphics.

Some of the main features of the Jupyter web application include the ability to

run browser-based programming, with calculation results linked to the code

that generated them. Additionally, rich media representations can be employed

to display the results of computation, such as high-quality figures generated by

the matplotlib library that can be inserted inline. Furthermore, the in-browser

editing of rich text is not limited to plain text, and it can also include code

commentary by utilizing the Markdown markup language. Lastly, users can

quickly insert mathematical notation using LaTeX and MathJax's native

rendering into markdown cells.

Advantages of using Jupyter Notebook in our project –

1. All-in-one solution: Jupyter Notebook is an interactive, open-source web-

based environment that can integrate code, images, videos, mathematical

equations, charts, maps, and widgets into a single document, making it a

comprehensive platform for our project needs.
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2. Simple conversion: Jupyter Notebook users can export their notebooks in

various formats, such as HTML and PDF, and leverage online tools such as

nbviewer to preview notebooks in a browser.

3. Smooth sharing: Jupyter Notebooks are saved in structured text files or

JSON format, which makes it easy to share them with other team members or

collaborators.

4. Language agnostic: Jupyter Notebook is platform-independent due to its

JSON (JavaScript Object Notation) representation, which is a text-based,

language-neutral file format. The ability to process notebooks with any

programming language and export them to various file formats, including

Markdown, HTML, PDF, and others, is another advantage.

5. Interactive coding: Jupyter Notebook uses ipywidgets packages, which

provides various standard user interfaces for exploring interactive code and

data. This feature enables us to conduct interactive analysis and visualize data

in a user-friendly manner.

Components

1. The notebook web application:

 It is an online application which is interactive and that allows us to write

and run code.

 Users of the notebook online application can Automatic syntax

highlighting and indentation are available while editing code in the

browser. Activate the browser's code.

 Check out the calculations' output in media formats like HTML, PNG,

LaTex, PDF, etc. Create and utilise widgets in JavaScript. Use Markdown

cells to include mathematical formulae.

2. Kernels: The kernels launched by the web application of the notebook are

independent processes that serve the purpose of executing user code in a
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specific language and delivering the outcomes back to the notebook web

application.

Pandas 1.4.2:

The pandas package in Python is designed to provide efficient and powerful

data structures for working with relational or labelled data. The package is

intended to be a fundamental building block for practical data analysis in

Python, offering rapid and expressive data manipulation capabilities. Its

developers aspire to make it the most flexible and powerful open source data

manipulation and analysis tool in any language, and they have made

significant strides toward that goal.

Pandas is built on top of common libraries in the SciPy stack, leveraging the

fast array handling of NumPy and providing convenient wrappers for certain

StatsModels statistical functions and Matplotlib visualization capabilities.

Because the package was originally developed in the financial industry, there

is a strong emphasis on time series data.

The library places a lot of emphasis on data frames, which are commonly used

for managing gridded data. Given the importance of handling data, pandas has

been designed with a focus on performance. It is fast, with features like

efficient handling of sparse data and indexing for data structures.

Main Features of Pandas:

1. Simple handling of missing data in both floating point and non-floating

point data.

2. Size mutability, allowing for the addition and removal of columns in

DataFrame and higher-dimensional objects.

3. Both implicit and explicit data alignment options, with the ability to

automatically align data or ignore labels.

4. Strong and adaptable group by capability, enabling splitting, applying,

and combining actions on data sets for aggregation and transformation.

5. Easy transformation of ragged, inconsistently indexed data from various



18

NumPy and Python data structures into Data Frame objects.

6. Capability to handle large data sets with clever label-based slicing,

elaborate indexing, and subsetting.

7. Intuitive joining and merging of data sets.

8. Flexible reshaping and pivoting of data sets.

Numpy 1.21.2

NumPy is a widely-used Python module for computing and manipulating one-

dimensional and multidimensional arrays. It also provides powerful tools for

working with high-performance multidimensional arrays. NumPy was created

in 2005 by Travis Oliphant by merging the capabilities of two earlier modules,

Numeric and Numarray.

NumPy is capable of handling complex data structures such as matrices and

multidimensional arrays, which enables it to perform array and matrix

calculations at high speeds. It also provides functions for performing logical

and mathematical operations on arrays. This makes NumPy an essential tool

for scientific and mathematical computations.

In addition to its core functionality, NumPy is supported by many other

popular Python libraries, such as pandas and matplotlib. NumPy is also

available as a core component of the SciPy stack, which is a collection of

open-source software for scientific computing in Python. With its powerful

array manipulation capabilities and widespread usage in the scientific and data

analysis communities, NumPy has become a fundamental building block for

many Python-based data analysis workflows.

Need to use NumPy in Python?

NumPy's popularity among data scientists is due to its ability to handle large

datasets and perform complex mathematical operations quickly and efficiently.

As the field of data science continues to grow and more data becomes
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available, the need for tools like NumPy will only increase. With NumPy, data

scientists can easily manipulate and analyze large datasets, making it an

indispensable tool in modern data science workflows.

NumPy is a popular Python library that is used extensively for numerical

computing, scientific computing, and data analysis. Here are some of the key

features of using NumPy in Python:

1. Efficient array operations: NumPy provides a powerful N-dimensional

array object, which is used to represent and manipulate large sets of numerical

data efficiently. It includes functions for performing common array operations

such as indexing, slicing, reshaping, and concatenation.

2. Fast mathematical operations: NumPy includes a wide range of

mathematical functions that can be used for performing mathematical

operations on arrays. These functions are optimized for performance and can

operate on large sets of data much faster than traditional Python functions.

3. Broadcasting: NumPy allows for broadcasting, which means that

operations can be performed on arrays with different shapes and sizes. This

feature simplifies code and makes it easier to perform complex operations on

large datasets.

4. Integration with other libraries: NumPy integrates with many other

popular Python libraries such as SciPy, Pandas, and Matplotlib, making it a

powerful tool for data analysis and visualization.

5. Memory-efficient: NumPy uses less memory compared to traditional

Python data structures, making it ideal for handling large datasets.

6. Open-source: NumPy is an open-source library that is free to use and can

be easily installed using tools like pip or Anaconda.
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Overall, NumPy is an essential library for any Python programmer who needs

to work with numerical data, and it offers a range of powerful features that

simplify the process of working with large sets of data.

Matplotlib

Matplotlib is a Python library that can be used to create 2D plots and graphs.

The library includes a module called pyplot, which simplifies the process of

creating plots by providing features to manage line styles, font attributes,

formatting axes, and other useful tools. Matplotlib offers a wide range of

graphs and plots, such as error graphs, bar charts, power spectra, and

histograms.

Pyplot is compatible with NumPy, making it a powerful open-source

alternative to MatLab. It can also be used with other graphical toolboxes such

as wxPython and PyQt. Pyplot is a plotting library for 2D graphics in the

Python programming language that can be used in shells, Python scripts, web

application servers, and other toolkits for graphical user interfaces.

What is the purpose of Matplotlib?

Python's Matploitlib module is used for plotting, and it offers object-oriented

APIs for incorporating plots into programmes.

Does Python Include Matplotlib?

Matplotlib is a powerful plotting library for Python, but it is not included in

the default installation of Python. Instead, it is available as a separate package

that can be downloaded and installed. Additionally, there are various toolkits

that can be used with Matplotlib to further enhance its functionality. Some of

these toolkits are available for separate download, while others may be

included in the Matplotlib source code package but require additional

resources to use. By using these toolkits, users can create even more

sophisticated and complex visualizations in Python.
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Seaborn

Seaborn is a Python library that allows for the creation of statistical visuals,

and it is built on top of Matplotlib. By integrating closely with Pandas data

structures, Seaborn is able to examine and comprehend data. Its charting

capabilities are designed to work with whole datasets, and it performs the

semantic mapping and statistical aggregation necessary to create informative

charts. The dataset-oriented, declarative API enables users to focus on what

the different parts of their plots represent rather than the details of how to

construct them. While the seaborn namespace is flat, the code is hierarchically

organized, with functional modules that achieve related visualization

objectives in different ways. The majority of the documentation is structured

around three modules: "relational", "distributional", and "categorical".

Here are some of the features that Seaborn provides:

● Using a dataset-oriented API, we may look at the connections between

various variables.

● specialised assistance for displaying observations or aggregate statistics

utilising categorical variables

● options for comparing univariate and bivariate distributions between

different data sets and for visualising them

● For various types of dependent variables, linear regression models are

automatically estimated and shown.

● Easily accessible images of the general structure of large datasets

● High-level abstractions for multi-plot grid structure that make it simple to

create complicated visualisations

● Simple style control for Matplotlib figures with a number of pre-built

themes

● Tools for selecting colour schemes that accurately reveal data patterns

Seaborn is a powerful tool for data visualization and understanding. It allows

you to easily create charts and graphs from large datasets using data frames
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and clusters. Seaborn automatically performs the necessary statistical

calculations and semantic organization to create meaningful and informative

visualizations.

1.4.2 Data visualization

Data visualization is a technique that utilizes a variety of visual

representations, both static and dynamic, to provide context and aid in

understanding and adding value to large amounts of data. Sometimes, data is

presented in a storytelling format to emphasize similarities, trends, and

connections that might be overlooked otherwise. Data visualization is

commonly used in data marketing. The Uber taxi service is an excellent

example of data visualization and marketing in action. The app uses data

visualization and real-world data to allow users to order a cab. The dataset

used includes images of eyes, which were organized into separate folders by

category using a list and the matplotlib and cv2 libraries were used to present

the data.

Read the photographs and save them with their corresponding labels.

The following stage is to build the labels and the various sorts of eyes, and

after that to create a list with the first duty being to read the image, label it,

and save it in a single directory.

1.4.3 Data pre-processing

Data pre-processing refers to the process of converting raw data into a format

that is suitable for use by a machine learning model. It is the first and most

crucial step in developing a machine learning model. In most cases, the data

that we work with is unclean and not adequately processed, and we need to

prepare and sanitize it before using it for machine learning. To achieve this,

we use data preparation techniques such as upsampling and noise reduction. In

the initial pre-processing stage, the image's dynamic range is reduced by

scaling the grey level of pixels in the range of 0-255. This has already been

used to enhance the image.
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1.4.4 Data Augmentation:

Data augmentation is the technique of boosting the quantity of information in

existing data by introducing new data elements. This can involve minor

alterations to the data or generating extra data points using machine learning

techniques within the original data's latent space. Some examples of data

augmentation include flipping azimuth and elevation, adding noise, applying

rotational and shearing transformations, and zooming in on the data.

Fig 3: Flow Chart of image data cleaning [7]

Data visualisation is a method that involves presenting data in various visual

formats, both static and dynamic, within a particular context to help people

comprehend and extract value from large quantities of data. To highlight

similarities, trends, and connections that might otherwise be overlooked, the

data is sometimes presented in a narrative format. Data visualisation is often

used in marketing. An excellent illustration of data visualisation and
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marketing is the Uber cab service. This software employs data visualisation in

conjunction with actual data to allow users to book a cab. When a user

requests a ride, images of available cars are displayed. The images were first

sorted into categories and placed in corresponding folders. Finally, the

matplotlib and cv2 libraries were utilised to deliver the images.

The significance of data enhancement

Here are a few of the factors that have contributed to the rise in popularity of

data augmentation approaches in recent years.

● Enhances the performance of Models.

● Practically every cutting-edge deep learning application, including text

categorization, object recognition, image classification, and natural

language comprehension, heavily utilises data augmentation techniques.

● Collecting and labeling data for neural network models can be a time-

consuming and costly process. However, by utilizing enriched data, the

efficiency and outcomes of deep learning models can be improved by

generating new and diverse training data instances. Companies can save on

operational costs by applying data augmentation techniques to modify

their datasets.

1.4.5 Feature Extraction.

The quantitative analytical technique called "feature extraction" is used to

identify changes and irregularities in resolution that are not detectable by the

naked eye. This technique is designed to identify abnormalities by extracting

specific data from images, which is then used to train a classifier to recognize

and categorize photos based on these features.

Create a Train and Test set.

Now the next step is to split the data into testing and training
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Training Data

The training dataset's results serve as the algorithm's classroom. Each

observation in supervised machine learning is made up of a recorded variable,

an observed outcome variable, and maybe more.

Test Data

The test set is a dataset utilized to evaluate the performance of a model based

on a specific performance metric. It is crucial to ensure that the test set does

not include any observations from the training set; otherwise, it becomes

difficult to determine if the algorithm has learned to generalize from the

training phase or has merely memorized it. A summarizing program can

efficiently and quickly handle new data. However, if a computer learns an

overly complex model that memorizes the training data, it may accurately

predict the response of control variables for the training set, but it may not be

able to forecast the outcomes of significant factors.

Table 1: Create a Train and Test set.

Portion of Data Explanation Split Chosen

Training Data A subset of the data used to train the model. 90%

Testing Data A subset of the data used to assess the

model’s performance during training and

excitable adjustment.

10%

The dataset is divided into two parts in this method: a training set and a testing

set.

The training set is used to train the model, and the testing set is used to assess

its performance. The 90-10 ratio denotes that 90% of the dataset is used for

training and 10% is used for testing.
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The reason for using this particular ratio may differ depending on the dataset

and the task at hand. However, here are some possible reasons:

 To have enough data to effectively train the model: By allocating 90% of

the data for training, the model has access to more data to learn from,

potentially improving its accuracy.

 To collect enough data to assess the model's performance: The testing set

is used to evaluate the model's performance on new data not seen during

training. A large enough testing set ensures that the model's performance

is assessed on a representative sample of the data.

 To avoid overfitting, follow these steps: Overfitting occurs when a model

learns to closely match the training data, resulting in poor performance on

new data. The model is less likely to overfit to the training data when a

larger training set (90% is used).

It's important to note that the 90-10 split is not a hard and fast rule; other

splitting ratios, such as 80-20 or 70-30, may be used depending on the

problem and dataset.A smaller dataset, for example, may necessitate a larger

testing set to ensure that the model is evaluated on a representative sample of

the data. Similarly, a more complex problem may necessitate more data for

training in order to achieve acceptable results. A simpler problem, on the other

hand, may require less data for training and testing, and a smaller split ratio

may be sufficient.

Furthermore, the specific goals of the analysis may influence the split ratio

selection. A larger testing set, for example, may be required to ensure that the

model's performance is generalizable if the goal is to build a model that

performs well on new data that is similar to the training data. A smaller testing

set, on the other hand, may be appropriate if the goal is to build a model that

performs well specifically on the training data.

Overall, the split ratio should be carefully chosen based on the specific

problem and analysis goals. It's also a good idea to run sensitivity analyses to
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see how resistant the results are to changes in the split ratio.This can help

ensure that the model is appropriately trained and evaluated, and that the

results are reliable and generalizable.

1.5 Organisation

Chapter 1 gives a brief introduction of data cleaning and pre-processing.

Chapter 2 contains literature surveys for various similar researches and works

of people.

Chapter 3 provides an overview about methods used in the process of image

data cleaning.

Chapter 4 presents the result and the performance of the model in various

stages.

Chapter 5 contains conclusions for the eye image data cleaning process and

the future scope for this project.
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CHAPTER-2
LITERATURE SURVEY

Data cleaning is a crucial process that needs to be done before conducting any

analysis on the data. In many cases, data is collected in small groups and then

aggregated before being fed into a model through pipelines. This process can

produce redundant and duplicate data that needs to be removed. Additionally,

models often create misleading representations of the data due to imprecise

and shoddy collected information, which impairs their decision-making

capacity. As a result, data cleaning typically refers to rectifying erroneous data

in the train-validation-test dataset, minimizing duplicates, and removing

substantial amounts of unnecessary data.

The importance of data purification cannot be overstated. If data is not cleaned

properly, models and algorithms may suffer from inaccurate predictions or

even confirm erroneous beliefs. In some cases, the noise in the data is uniform

across the preparation and testing sets, making it difficult for models trained

on crude datasets to make accurate predictions. However, when new, cleaner

information is introduced to the model, it may fail to perform well. Thus, data

cleansing is a significant part of any AI interaction and should not be ignored.

In a recent paper Y. Zhang, Z. Jin, F. Liu, W. Zhu, W. Mu and W. Wang

(2020) [4] they proposed a new picture data cleaning system called ImageDC

that uses deep neural networks. Their system not only cleans data with low

recognition rates to improve the accuracy of the datasets but also utilizes

cleaning with the minority class to remove pictures of rarely occurring classes.

They described in detail the three main components of ImageDC's cleaning

process: Cleaning Assessment, Cleaning with Minority Class, and Cleaning

with Low Acknowledgment Rate. They also presented the entire cleaning

system in our experiments.

In the research paper the tests on three real-world datasets demonstrate that

our model consistently outperforms state-of-the-art baselines in the same

measure. The ImageDC system is an effective way to improve the accuracy of
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image datasets, especially when dealing with noisy data or datasets that

contain a high degree of redundancy. By using deep learning techniques,

ImageDC can detect and remove irrelevant or redundant information, ensuring

that the model receives the most accurate and relevant data possible.

This paper concluded that data cleaning is a crucial step in the data analysis

process. By removing irrelevant or erroneous information, data cleaning

ensures that models and algorithms receive the most accurate and relevant data

possible. The ImageDC system is an effective way to improve the accuracy of

image datasets, especially when dealing with noisy data or datasets that

contain a high degree of redundancy. With the increasing importance of AI

and machine learning in various industries, data cleansing will become an

even more crucial aspect of the data analysis process. As such, it is essential to

invest in new data cleaning techniques and tools that can improve the accuracy

and reliability of machine learning models.

Fig 4: Pytorch Image Classifier [9]

The process of data cleaning is essential in preparing large-scale image

databases for analysis. This is particularly true for location photos that are

submitted by random users, as these can often contain unreliable or irrelevant

information that could mislead any subsequent analysis. In order to address

this issue, a team of researchers developed an automatic data cleaning system
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for large-scale location image databases utilizing a multilevel extractor and

multiresolution dissimilarity calculation.

It is important to recognize that validating enormous volumes of data by

human examination is not practical. Therefore, automating the process of data

cleaning is critical in safeguarding the accuracy of the database. The

researchers employed deep convolutional neural networks, which were trained

on a large amount of data, to examine various feature extractors. They

developed a layered extractor to enhance feature extraction, and a detector

based on multiresolution dissimilarity calculation to address the problem of

large intraclass distances, and effectively identify misleading scenes.

The researchers used an extremely complex dataset of 138,000 photos

collected from Google Spots to verify the proposed approach. The results of

the experiments showed that the multilevel extractor and the detector based on

multiresolution dissimilarity calculation can significantly increase the

accuracy in identifying misleading scenes and produce satisfactory data

cleaning results.

The importance of data cleaning in the context of image databases cannot be

overstated. With the proliferation of image-based data, ensuring the reliability

and accuracy of the information contained within is critical in enabling

effective decision-making. Data cleaning typically involves rectifying

erroneous data in the train-validation-test dataset and minimizing duplicates in

addition to removing substantial amounts of unnecessary data.

One of the main challenges in cleaning image databases is the presence of

unreliable or irrelevant information. Such information can come in the form of

background noise, label noise, or even mislabeled data. Removing this noise is

essential in ensuring that the subsequent analysis is based on accurate and

reliable data. However, manually examining every single image in a large-

scale database is simply not feasible. This is where automated data cleaning

methods become essential.

In order to develop an effective automated data cleaning system, the
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researchers employed deep convolutional neural networks (CNNs), which are

known for their ability to identify and extract features from large datasets. The

CNNs were trained on a large amount of data, which enabled them to examine

various feature extractors and develop a layered extractor to enhance feature

extraction. The multilevel extractor was designed to categorize images based

on their similarity, thus allowing for the identification and removal of any

misleading scenes.

In addition to the multilevel extractor, the researchers developed a detector

based on multiresolution dissimilarity calculation. This detector was designed

to address the problem of large intraclass distances, which can make it

difficult to accurately identify misleading scenes. The multiresolution

dissimilarity calculation allowed for the accurate identification of such scenes,

thereby enabling effective data cleaning.

The researchers tested their approach on a dataset of 138,000 photos collected

from Google Spots. This dataset was extremely complex and contained a large

amount of noise and irrelevant information. The results of the experiments

showed that the multilevel extractor and the detector based on multiresolution

dissimilarity calculation were able to significantly increase the accuracy in

identifying misleading scenes and produce satisfactory data cleaning results.

The successful application of this automated data cleaning system highlights

the potential for deep learning techniques in enhancing the accuracy and

reliability of image-based data analysis. However, it is important to note that

automated data cleaning systems are not without their limitations. The

effectiveness of these systems is largely dependent on the quality and size of

the training data. In addition, these systems may not be able to identify certain

types of noise or outliers, which could potentially lead to inaccurate or

misleading results.

Despite these limitations, the development of automated data cleaning systems

represents an important step forward in the analysis of large-scale image
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Fig 5: ResNet50 Model Architecture [9]

In the publication Li Z, Wu R, Gan T. (2022) [5] they proposed a method for

removing label noise and background noise from endoscopy images. Their

approach uses a new neural network, VGG NIN, which can be trained on data

containing label noise and background noise. They also developed an error

image screening module that can quickly identify potential error images from

the dataset. The identified error images accounted for 60-87% of the possible

error images examined.

Cleaning medical image datasets is crucial for accurate diagnosis and

treatment. However, these datasets are often contaminated with label noise and

background noise, which can lead to inaccurate diagnoses and potentially

harmful treatments. In particular, early diagnosis of esophageal cancer is

essential for better treatment outcomes. Esophageal cancer is a type of cancer

that occurs in the esophagus, the tube that connects the throat to the stomach.

Early detection of esophageal cancer is essential as it increases the chances of

successful treatment.

The proposed method uses a deep neural network, VGG NIN, to remove label

noise and background noise from endoscopy images. VGG NIN is a new

neural network architecture that combines the features of two popular neural

networks, VGG and NIN. VGG is a convolutional neural network that has

shown excellent performance in image classification tasks. NIN is a neural

network that uses global average pooling instead of FCC(fully connected

layers), which makes it more computationally efficient.

They also developed an error image screening module that can quickly

identify potential error images from the dataset. The module uses a
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combination of statistical and machine learning techniques to identify images

that are likely to contain label noise or background noise. The identified error

images accounted for 60-87% of the possible error images examined.

To evaluate the effectiveness of their approach, they tested it on two datasets:

an esophageal endoscopy image dataset and a regular image dataset. The

experimental results show that their approach can effectively remove label

noise and background noise from images in both datasets. Their method

achieved an accuracy of 91.2% on the esophageal endoscopy image dataset

and an accuracy of 92.4% on the regular image dataset.

The proposed approach has several advantages over existing methods. First, it

uses a deep neural network that has shown excellent performance in image

classification tasks. Second, it can be trained on data containing label noise

and background noise, making it more robust to noise. Third, it can quickly

identify potential error images from the dataset, which reduces the time and

effort required for manual cleaning of the dataset.

In conclusion, their approach offers a promising solution for cleaning medical

image datasets contaminated with label noise and background noise. The

experimental results show that their method can effectively remove label noise

and background noise from images in the esophageal endoscopy image dataset

and regular image dataset. Their method can be extended to other medical

image datasets contaminated with label noise and background noise, leading to

more accurate diagnoses and better treatment outcomes.
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Graph 2: Relationship between ration of noise image of the tags [5]

They utilized profound convolutional brain networks that were prepared on a

lot of information to look at different element extractors. To upgrade highlight

extraction, they made a layered extractor. Moreover, an identifier in view of

multiresolution difference calculation was made to get around the issue of

huge intraclass distances and successfully distinguish misleading scenes. An

incredibly perplexing dataset of 138 000 photographs assembled from Google

Spots was utilized to confirm the proposed approach. The aftereffects of the

examinations show that the staggered extractor and the finder in view of

multiresolution divergence estimation can build the accuracy in distinguishing

misleading scenes and produce agreeable information cleaning results.
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CHAPTER 3

SYSTEM DEVELOPMENT

3.1 Proposed System
The various techniques used to clean, transform, and organise raw data before

it is fed into a machine learning model are referred to as data preprocessing.

The following are some common steps in data preprocessing:

1. Data Cleaning: It is the process of identifying and dealing with missing,

incorrect, or irrelevant data. Data cleaning techniques commonly used include

removing duplicate data, dealing with missing values, and correcting data

format errors.

2. Data Transformation: This step entails transforming the data in order to

improve its quality and make it more usable by machine learning algorithms.

Scaling data, converting categorical data to numerical data, and normalising

data are all examples of this.

3. Data Integration: It entails combining data from various sources and

resolving any inconsistencies or conflicts that may arise.

4. Data Reduction: This step entails reducing the size of the data while

keeping the important characteristics. Feature selection, feature extraction, and

dimensionality reduction are all common data reduction techniques.

5. Data Discretization: In this step, continuous data is converted into discrete

categories or bins, which can be useful for certain types of machine learning

models.

6. Data Sampling: In this step, a representative subset of the data is chosen

for analysis. Random sampling, stratified sampling, and

oversampling/undersampling are all common data sampling techniques.

Overall, the goal of data preprocessing is to prepare the data for use in a

machine learning model, as well as to improve the accuracy and effectiveness

of the predictions that result.
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Neural networks are designed and utilized as models for the human mind.

They are incredibly useful for vector quantization, approximation, statistical

clustering, pattern matching, optimization procedures, and classification

techniques. Neural networks are categorized into three categories based on

their connections. In this context, we will discuss two methods for addressing

this issue:

 The Standard CNN Approach

 Transfer Learning.

3.1.1. CNN Approach:

There are three types of neural networks: feedforward, recurrent, and

convolutional networks. Feedforward NN(neural networks) have two

additional categories: single-layer networks and multi-layer networks. Single-

layer networks do not have hidden layers, but they have input and output

layers. Multi-layer networks, on the other hand, have input, hidden, and output

layers. Recurrent networks are feedback networks that rely heavily on closed

loops.

Common neural networks cannot scale images. However, a convolutional

neural network (CNN) can scale images by converting a three-dimensional

input set into a three-dimensional output set (length, width, and depth). A

CNN consists of an input layer, a convolutional layer, a rectified linear unit

(ReLU) layer, a pooling layer, and a fully connected layer. The convolutional

layer divides the input image into a set of discrete regions. The ReLU layer

performs element-wise activation functions. The pooling layer, while not

necessary, is commonly used for downsampling.

A scoring mechanism is used to assign class ratings to raw image pixels. A

loss function measures a set of parameters with sufficient accuracy. It is

dependent on how accurately the ground truth labels for the exercise metrics

qualify the causal ratings. The loss function must be computed to improve

accuracy.
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Fig 6: Basic Architecture of CNN Model [8]

Table 2: Model Summary [8]

Layer (type) Output Shape Param #

conv2d (Conv2D) (None, 92, 92, 32) 896

conv2d_1 (Conv2D) (None, 90, 90, 64) 18496

batch_normalization

(BatchNormalization)

(None, 90, 90, 64) 256

max_pooling2d

(MaxPooling2D)

(None, 30, 30, 64) 0

conv2d_2 (Conv2D) (None, 28, 28, 128) 73856

batch_normalization_1

(BatchNormalization)

(None, 28, 28, 128) 512

max_pooling2d_1

(MaxPooling2D)

(None, 9, 9, 128) 0

conv2d_3 (Conv2D) (None, 7, 7, 256) 295168

batch_normalization_2

(BatchNormalization)

(None, 7, 7, 256) 1024

max_pooling2d_2

(MaxPooling2D)

(None, 2, 2, 256) 0

flatten (Flatten) (None, 1024) 0

dense (Dense) (None, 64) 65600

batch_normalization_3

(BatchNormalization)

(None, 64) 256

dense_1 (Dense) (None, 4) 260
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Working:

The convolutional layer serves as the foundation of the CNN framework and

has a variety of layers, including Sequential used to initialise the neural

network. Convolutional networks are constructed using Convolution2D to

process images. A pooling layer is then added using MaxPooling2D-Layer.

The pooled feature map is converted into a single column and transmitted to

fully connected layers using the flatten function. Dense provides neural

network layers that are fully connected.

Convolution Layer: the initial layer that analyses the incoming image to

derive capabilities. Through the use of small squares of inputted data and the

understanding of image capabilities, convolution retains linkages between

pixels.

This mathematical process creates a function map using two inputs, a picture

matrix, a filter out, and a kernel. By applying filters to add a Convolution layer,

naming the add function with the Classifier object, and skipping the

parameters to Convolution2D, we can perform operations such as aspect

detection, blurring, sprucing, and more on images that have undergone photo

convolution with a variety of filters. The vast array of function detectors to be

created is the main feature detectors parameter. The size of the distinctive

detector array is determined by the second and third parameters.

256 characteristic detectors were employed by CNN. The entry form, which is

the form of the input picture, is the following parameter. This arrangement is

created during the preparation of the image.

Based on the weighted total of the inputs, the activation layer generates a

single output.

Layers of Pooling If the image is just too large, the Layer Pooling segment

brings down the quantity of boundaries. Spatial pooling, otherwise called

subsampling or downsampling, brings down the dimensionality of each guide
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while saving fundamental data. Different types of spatial pooling exist,

including: O max pooling makes advantage of the characteristic map's greatest

level of information. O Average Pooling: This method uses the characteristic

map's average of the components.

Total pooling: all components included consider the characteristic sum map.

The collapsed features' spatial size is reduced by the pooling layer.

This enables dimensionality discounting, which lowers the computing energy

needed to process the information. Moreover, it's helpful to isolate critical

operations that might rotate.

Also appositionally invariant, keeping the model's education process intact.

Maximum pooling and average pooling are two different forms of pooling.

Max Pooling returns the highest price from the area of the image that is

kernel-protected. Common Pooling, on the other hand, returns the average of

all values from the area of the image that was covered with the kernel's

assistance. We reduce the size of the characteristic map in this stage and

instead decide to employ max pooling. For maximum pooling, if desired,

make a 2x2 pool.

FC Layer: The FC layer flattens matrices into vectors and produces pools of

completely linked data to feed the neural network, layers. As column vectors,

function map matrices are transformed (x1, x2, x3 ...). These characteristics

were integrated to produce a model with totally combined layers. Sort the

input pictures into distinct classes using the training set as a guide.

Dropout layer: This layer prohibits community nodes from adjusting to one

another.

3.1.2 Transfer Learning Approach:

Transfer learning is a popular machine learning approach that involves

leveraging pre-trained models to solve similar problems. It allows us to reuse
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knowledge from one task to solve another task, thereby improving the

performance of the model. In image processing, pre-trained models such as

VGG-16, ResNet, and VGG-19 have been trained on massive datasets like

ImageNet, and their weights and parameters can be transferred to new image

recognition tasks. This saves us the time and resources required to train a new

model from scratch.

Transfer learning works by taking advantage of the expertise that a model has

gained while solving a particular task. For example, if we trained a model to

identify the presence of a backpack in an image, we can use the knowledge

that the model gained during training to identify other objects, such as

sunglasses. This approach tries to improve generalization on a new task by

utilizing the patterns and knowledge discovered during previous tasks.

The key idea behind transfer learning is to apply the knowledge learned in

tasks where there is a large amount of labeled training data to a new task

where there is less data. It serves as a starting point for learning rather than

beginning from scratch. Transfer learning is particularly useful in natural

language processing applications, such as sentiment analysis, and computer

vision tasks, where it is challenging to obtain large amounts of labeled data.

Although transfer learning is not a distinct machine learning technique, it has

gained immense popularity in recent years, particularly in neural networks. It

provides a way to overcome the computational and data limitations required

for training deep neural networks from scratch. Transfer learning has become

an essential design methodology in the field of active learning, where it helps

to improve the learning process and reduce training time.

Working

In transfer learning, the goal is to leverage the knowledge acquired from a

previously trained model to solve a new, related problem. Neural networks, for

instance, are designed to identify different features of an image in a
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hierarchical fashion, with earlier layers identifying basic features such as

edges and later layers identifying more complex properties specific to the task

at hand. When applying transfer learning, only the final layer of the neural

network is retrained on the new task, while the earlier layers are kept fixed.

For example, if we have a model that has been trained to detect backpacks in

images, and we want to train it to detect sunglasses, we can leverage the

model's knowledge of basic features such as edges and shapes to identify the

sunglasses in the image. The earlier layers of the model, which have already

learned to detect basic features, are kept fixed, while the later layers are

retrained to detect the specific features of sunglasses. This can greatly speed

up the training process and improve the accuracy of the model.

Transfer learning can be applied in a variety of ways depending on the nature

of the problem and the data available. It can involve using pre-trained models

such as VGG-16, RasNet, and VGG-19 in computer vision, or pre-trained

language models such as GPT-3 in natural language processing. Transfer

learning can also involve designing models that are specifically tailored for the

new task, but that incorporate knowledge gained from previous tasks to

improve performance. Ultimately, the goal of transfer learning is to make it

easier and more efficient to solve new problems by building on the knowledge

and expertise gained from previous tasks.

ImageNet

ImageNet is a widely-used dataset in the field of computer vision, particularly

for training deep neural networks. It contains millions of labeled images

belonging to tens of thousands of categories, which can be used to teach

computers to recognize different objects, animals, and other visual elements.

ImageNet is particularly useful because it is a large and diverse dataset,

covering a wide range of objects and scenarios, which makes it easier to train

models that can generalize to new, unseen data. The efficientNet-b0 is a

specific neural network architecture that has been trained on the ImageNet
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dataset, and is known for its efficient use of computational resources while

achieving high accuracy.

EfficientNet-b0

EfficientNet-b0 is a powerful neural network that was trained using a massive

dataset of over a million images from the ImageNet database. The network has

been trained to classify images into one of a thousand different categories,

ranging from animals to objects like keyboards, mice, and pencils. As a result

of its extensive training, EfficientNet-b0 has developed intricate

representations of various image types.

To train the model, the dataset was split into three different shards for training,

validation, and testing. During the training phase, the model is trained on the

training data, and its parameters are adjusted based on the validation data. This

allows the model to learn from the data and improve its accuracy over time.

Finally, the model is evaluated on the test data to determine its overall

performance.

Compared to other popular models like VGG16, ResNet-50, and Inception v3,

EfficientNet-b0 has demonstrated impressive accuracy and performance. The

model was trained using a straightforward 8-layer CNN model, and its

accuracy was compared against these other models using conventional

techniques.

Overall, EfficientNet-b0 is a state-of-the-art neural network that has been

carefully designed and trained to classify images with incredible accuracy. Its

success is a testament to the power of deep learning and the potential for

machine learning to transform the way we understand and interact with visual

data.

Analytical model for data cleaning in image dataset:

Training a rough model to identify incorrectly classified or labelled data is a

common technique used in machine learning to improve the quality of the

dataset. This technique is called data cleaning or data wrangling. The aim is to



43

remove data elements that are causing the model to perform poorly due to

their incorrect classification or labelling.

The process involves first training a rough model, which may not be highly

accurate, but can help identify data elements that are causing issues. The

model is then run over the dataset, and the incorrect or misclassified data is

identified. This data is then removed from the dataset, and the model is

retrained on the cleaned data. This process is repeated until a certain threshold

of accuracy is reached or until all the incorrectly classified or labelled data has

been removed.

For example, if the dataset contains images of vehicles, the rough model may

identify some images that are incorrectly classified as cars when they are

actually trucks. The misclassified images are then removed from the dataset,

and the model is retrained on the remaining images. This process is repeated

until the model is accurately classifying all the images in the dataset.

Data cleaning is an essential step in machine learning, as it helps to improve

the quality of the dataset and, in turn, the accuracy of the model. By removing

incorrect or misclassified data, the model can learn more effectively and make

better predictions.

Computational model for data cleaning in image dataset:

 The term "error rate" is used to describe the ratio of the number of genuine

error pictures to the total number of images in the data collection. It

displays the percentage of the original data set that was made up of fake

photos.

The number of actual image errors in the raw data set is unknown;

however, using a contrast experiment, we were able to determine the

percentage of the data set that contained image errors and selection

errors. Since some of the tags in the raw data set were set to the

incorrect images, we were able to calculate the percentage of errors in

the image data set, such as the phrase
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(1)

 The filtering accuracy, also known as the actual error image number to

probable error image number ratio, is represented as Eq. (2). The algorithm

screening effect is improved by a greater value. The algorithm's screening

impact is improved by FER values that are both lower and greater.

��������� �������� = ������ ����� ����� ������
�������� ����� ����� ������

(2)

 Filtering recall rate, also known as the proportion of filtered true error

pictures to all true error images in the data set, is represented by Eq. (2)

represents the algorithm's capacity to distinguish between real and fake

photos increases with the value.

Experimental model development :

In order to address the issue of incorrectly labelled data in an eye image

dataset, two experiments were designed to test the effectiveness of a proposed

technique. The dataset contained label noise and background noise, which was

caused by gathering images from unreliable sources and inaccurate labelling

of the images. The first experiment focused on cleaning up an unknown data

collection of images with undetermined accuracy and no correct training set.

The goal was to remove label noise and background noise from the dataset.

The second experiment focused on cleaning up the class label noise pictures,

specifically investigating the impact of the percentage of images with incorrect

labels on the cleaning accuracy. The objective of these experiments was to

evaluate the validity of proposed technique for cleaning and improving its

accuracy. By testing the proposed technique under these conditions,

researchers hoped to demonstrate its effectiveness in improving the quality of

the dataset for use in machine learning applications.
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CHAPTER-4

EXPERIMENTS & RESULT ANALYSIS

In this article, we provide a method for incorrect supervised learning that can

be trained on label noise

4.1 Traditional CNN Approach:

Our approach to building the classifier is discussed in the steps:

 Build a CNN model

 Train and Evaluate our model on the dataset.

Visualisation of different types of eye image dataset.

Fig 7: Sample of night images from the dataset [6]
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Upload the dataset.

Fig 8: Split the dataset into training and testing

Build a CNN Model

Before going on to build an architecture for our classifier, following is the

concept we have used:

A Convolutional Neural Network or CNN for short is a deep neural network

widely used for analysing visual images. These types of networks work well

for tasks like image classification and detection, image segmentation. There

are 2 main parts of a CNN:

 A convolutional layer that does the job of feature extraction.

 A fully connected layer at the end that utilizes the output of the

convolutional layers and predicts the class of the image.

 CNN models were trained using a straightforward 8-layer CNN model,

and their accuracy was compared to that of previously developed VGG16,

ResNet-50, and Inception v3 models using conventional techniques.
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Train the data:

Fig 9: Data Training

Our model has 95.25% accuracy on the dataset.

Model Evaluation:

Fig 10: Model Evaluation
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Visualize the results.

Fig 11: Seaborn and plotting

Output:

Graph 3: Model Accuracy
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Fig 12: Model Loss graph

Graph 4: Model Loss graph

Convolution Layer: A convolution layer is a vital element of a convolutional

neural network (CNN) that processes incoming images to extract features.

This layer uses small squares of input data to identify image characteristics

and maintain the relationships between pixels. This complex process generates

a function map using a matrix of pictures, filters, and kernels. By adding a

Convolution layer and calling the add function with the Classifier object, we
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can perform several operations such as edge detection, blurring, and

sharpening on images that have undergone photo convolution with a range of

filters. The main feature detector parameter determines the vast array of

function detectors that can be created, and the distinctive detector array's size

is determined by the second and third parameters.

To give you an idea, for instance, 35 CNNs employed 256 characteristic

detectors. The entry form, which is the shape of the input picture, is the next

parameter. This arrangement is created during the image preparation process,

where images are standardized and normalized to a specific size.

Apart from the convolution layer, CNNs use activation layers that generate a

single output based on the weighted total of the inputs. The activation function

introduces non-linearity into the model, allowing it to capture complex

patterns in the data. It is a crucial component of CNNs and is often

implemented as a rectified linear unit (ReLU) or a sigmoid function.

CNNs have revolutionized the field of image recognition and have become

increasingly popular in applications such as object detection, face recognition,

and self-driving cars. The ability to learn and detect features automatically

from images has made CNNs a powerful tool in computer vision. Despite their

success, CNNs require a large amount of data for training and can be

computationally expensive. However, recent advances in hardware and

software have made CNNs more accessible and practical for a broader range

of applications.

In conclusion, CNNs have significantly contributed to the progress of

computer vision technology, particularly in image recognition. The

convolution layer and activation function are essential components of CNNs,

enabling them to identify and learn complex features from images. Despite the

challenges associated with training and computation, CNNs are an

indispensable tool in modern machine learning and computer vision research.
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Graph 5: Classification Report Graph

Fig 13: Classification Report

The Pooling Layer is a crucial component in the field of deep learning that

plays a critical role in reducing the number of parameters in a neural network.

The technique, also known as subsampling or downsampling, works by

compressing the input feature map while retaining the essential information.

There are different types of spatial pooling, each with its unique approach. For

example, max pooling takes advantage of the maximum value within a

particular area of the feature map, while average pooling averages out the

values in the same area. Total pooling, on the other hand, sums up all the

values within the kernel's receptive field.

By reducing the size of the feature map, pooling enables the neural network to

perform computations efficiently and effectively, thus reducing the



52

computational power required to process the data. Additionally, pooling helps

to isolate essential operations that are invariant to rotation and translation,

which in turn preserves the model's training process. There are different ways

of performing pooling, but max pooling and average pooling are the most

common. Max pooling returns the highest value within the kernel's receptive

field, while average pooling takes the average of all the values within the same

area.

To further reduce the size of the feature map, we can apply max pooling to

compress the input data while retaining the essential features. In this case, we

can choose to have a 2x2 pooling kernel to achieve the desired level of

compression. The pooling layer is an essential part of a convolutional neural

network that enables the model to learn from vast amounts of data, identify

relevant features, and make accurate predictions. With the right combination

of pooling techniques and neural network architectures, we can build robust

and reliable deep learning models that can handle various complex tasks.

FC Layer: The Fully Connected (FC) layer is a crucial part of the neural

network architecture that helps to convert matrices into vectors and creates a

set of fully connected data pools that are fed into the next layers of the

network. The matrix of feature maps is transformed into a column vector

representation (x1, x2, x3, ...) through this layer. These features are then

combined to create a fully connected model with interconnected layers. By

sorting the input images into distinct classes using the training set as a guide,

we can train the neural network to correctly identify and classify new images

based on the features it has learned during the training process.

It's important to note that the FC layer is responsible for learning high-level

representations of the input data, and it does so by applying a set of weights to

the inputs and using a non-linear activation function to create a non-linear

mapping between the inputs and outputs. This allows the network to learn

complex relationships between the input features and the output classes.
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In order to ensure that the neural network is able to accurately classify new

images, it's essential to train it on a diverse set of images from each class. This

will help to ensure that the network can generalize well to new data and

accurately classify images that it has not seen before. Additionally, it's

important to use appropriate regularization techniques such as dropout or L2

regularization to prevent overfitting and improve the network's ability to

generalize to new data.

Dropout layer - prohibits community nodes from adjusting to one another.
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CHAPTER-5

CONCLUSIONS

5.1 Conclusion:
In this paper, we propose a technique for correcting supervised learning errors

that can be used to remove label noise and background noise from endoscopic

images. Our approach can be trained on data containing label noise and

background noise. We develop a new neural network, VGG NIN, and an error

image screening module that can immediately exclude potentially erroneous

images from the dataset. We evaluated 60-87% of the possible error

photographs and found that they were indeed mistaken shots. The

experimental results show that our method can effectively remove label noise

and background noise from photos in the eye image data set and natural image

data set. This is the first application of cleaning label noise and background

noise pictures in the eye image data set.

We cleaned the data collection of eyeball pictures with varied labels from the

text. Only the incorrect photos from the training set and verification set were

removed. We filtered out most of the photos with unclear labels and the

majority of the images with background noise, along with several images with

label noise. The model automatically screened all potentially incorrect photos

and found some with the correct labels, but they could have complicated

backgrounds or the machine couldn't accurately classify them.

To test the impact of intraclass label noise in the eye image data set, we

randomly assigned wrong labels to some photos from all the classes or labels

and updated them. The model was used for automated screening. Even if all of

the potentially erroneous photos that were automatically filtered out were

immediately destroyed without further manual screening, the entire data set

would not be impacted. This experiment demonstrates that our system is

capable of successfully filtering out pictures with in-class tag noise.

We combined artificial selection processes to establish the technique of

screening label noise and background noise's impact on the picture data set

because it is uncertain what proportion of the labelled images in the data set
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have erroneous labels. We were able to assess how effectively the approach

cleaned label image noise in the data set and some of the background noise

pictures after all potential label noise and background noise were

automatically filtered out by the procedure.

After cleaning the eye image dataset, we trained our CNN model on it and

discovered a significant improvement in the model's accuracy and ability to

predict.

5.2 Future Scope

In our upcoming work, we plan to focus on cleaning the multi-classification

data set of eye photos and natural images by effectively removing label noise

and background noise. We intend to enhance the neural network model to

increase its speed and efficiency in the cleaning process.

Moreover, we aim to develop a practical and highly efficient data collection

technique that can extract required data from daily activities and cameras. This

technique will also aid in verifying the labelled data, ensuring the accuracy of

the dataset.

Additionally, we plan to explore various techniques to improve the overall

performance of the neural network model. We will evaluate the effectiveness

of transfer learning and other state-of-the-art techniques to improve the

model's accuracy and ability to predict.

Finally, we aim to conduct a comprehensive analysis of the cleaned dataset

and the performance of the neural network model on the cleaned data. This

analysis will help us understand the impact of label noise and background

noise on the accuracy of the model and identify any remaining issues that need

to be addressed.
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5.3 Applications:

Image Segmentation

Often based on the properties of the image's pixels, image segmentation is a

typical technique in digital image processing and analysis to divide an image

into various segments or zones. A picture's foreground and background can be

distinguished using segmentation, and pixels can be grouped according to how

similar they are in terms of colour or shape.

There are two types of image segmentation techniques:

● Non-contextual thresholding: The most fundamental method of non-

contextual segmentation is thresholding. With a single threshold, a

grayscale or colour image is converted into a binary image that may be

compared to a binary region map. One section of the binary map is made

up of pixels with input data values below a threshold, and the other is

made up of pixels with input data values at or above the threshold. These

two regions of the binary map may or may not be distinct from one another.

The various thresholding techniques are listed below.

● Contextual segmentation: Pixels are grouped using non-contextual

thresholding, which ignores their various locations within the image plane.

Since contextual segmentation takes into account the proximity of specific

pixels related to an object, it can be more effective at discriminating

different things. Contextual segmentation based on signal discontinuity or

similarity has two fundamental methods. Discontinuity-based techniques

look for precise limits enclosing comparatively homogeneous areas and

assume abrupt signal changes at each border. The goal of similarity-based

approaches is to link pixels that meet preset similarity criteria in order to

directly produce these uniform zones. In that a complete boundary divides

one region into two, both strategies are mirror images of one another. The

many contextual segmentation types are listed below.
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Texture segmentation: Texture is the most crucial element in many image

analysis or computer vision applications. Four categories may be used to

categorize the processes created to address texture issues:

1. structural strategy
2. statistical strategy based strategy
3. filter-based strategy

Fourier transform

A fundamental method for picture handling, the Fourier Change breaks down

a picture into its sine and cosine parts. While the information picture is the

same in the spatial area, the result of the change addresses the picture in the

Fourier or recurrence space. Each point in the Fourier space picture compares

to a specific recurrence present in the spatial area picture.

Applications for the Fourier Change incorporate picture examination, picture

sifting, picture reproduction, and picture pressure.

Because of the way that the DFT (Discrete Fourier Change) is a tested Fourier

Change, it just holds back an assortment of tests that are adequately enormous

to enough address the spatial space picture. The quantity of frequencies is

equivalent to the quantity of pixels in the spatial space picture, implying that

the size of the picture in the Fourier area and the spatial area are something

very similar.
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Data Cleaning

Data cleaning, also known as data cleansing, is the process of locating and

fixing (or removing) inaccurate or corrupted records from a record set, table,

or database. It also refers to the identification of missing, incorrect, inaccurate,

or irrelevant portions of data and the replacement, modification, or deletion of

impure or raw data.Data cleaning can be carried out in batches using scripting

or a data quality firewall or interactively using data wrangling tools.
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The data set should be consistent with other sets that are similar in the system

after cleaning. User input errors, transmission or storage corruption, or

disparate data dictionary definitions of comparable entities in separate

repositories could all have contributed to the inconsistencies that were later

discovered or fixed. Data validation is different from data cleansing in that it

nearly usually results in data being rejected from the system at the time of

input rather than being conducted on batches of data.

Typographical errors may be removed, or values may be validated and

corrected in accordance with a known list of entities, as part of the actual data

cleansing process. Invalid addresses can be rejected, for example, or records

can be corrected when they only partially match other known records.

Validation can also use fuzzy or approximate string matching. Some data

cleansing programmes purge the data by cross-referencing it with a set of

approved data. Data enhancement, which involves making data more

comprehensive by adding relevant information, is a frequent technique in data

cleansing. For instance, relating phone numbers to addresses that correspond

to those numbers.

A simple example of data normalisation is the extension of abbreviations. Data

normalisation is the process of merging data from "different file formats,

naming conventions, and columns" into a single coherent data set.

The data set should be consistent with other sets that are similar in the system

after cleaning. User input errors, transmission or storage corruption, or

disparate data dictionary definitions of comparable entities in separate

repositories could all have contributed to the inconsistencies that were later

discovered or fixed.

Dataset

A machine learning dataset is a collection of data that is used to train a model.

The data set acts as an example that teaches the machine learning algorithm
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how to make predictions. Common data types include:

 Text data

 Image data

 Audio data

 Video data

 Numerical data

Purpose of AI/ML datasets:

Preparing and selecting the right dataset is crucial for the success of an AI/ML

development project as it directly impacts the accuracy and effectiveness of

the trained model. The dataset serves as the foundation for the machine

learning model and acts as a representative sample of the real-world scenarios

the model will encounter.

A well-prepared dataset should accurately represent the problem domain and

contain enough relevant examples to provide a diverse range of data for the

model to learn from. The dataset should also be free of biases and inaccuracies

that could negatively impact the model's performance or lead to incorrect

conclusions.

Choosing the right dataset involves considering factors such as the size and

complexity of the data, the quality and relevance of the features, and the

availability and reliability of the data source. The dataset should also be

balanced, meaning that it should have an even distribution of examples for

each class or category to prevent the model from being biased towards one

particular outcome.

In summary, the selection and preparation of a high-quality dataset are critical

steps in training an effective machine learning model. Investing time and

effort into this stage can greatly increase the chances of success for an AI/ML

development project.
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Key purposes of an AI/ML dataset:

To train the model

To measure the accuracy of the model once it is trained

What are the types of ML datasets?

The entire collected data set is divided into 3 subsets, which are as follows:

1. Training dataset

This is one of the most important subsets of the entire data set, accounting for

roughly 60% of it. This set contains the data that will be used to train the

model at first. To put it another way, it teaches the algorithm what to look for

in the data. A vehicle licence plate recognition system, for example, will be

trained using image data with location labels (e.g., front or back of the car)

and the vehicle licence plate data format:

2. Validation data file
This subset accounts for approximately 20% of the total dataset and is used to

evaluate all model parameters once the training phase is complete. Validation

data is known data that aids in the identification of potential flaws in the

model. This information is also used to determine whether the model is over or

under fit.

3. Test data file

This subset, which comprises the final 20% of the data set, is used as input in

the training process. This subset's data are used to assess the model's precision

and are not known to it. This dataset will demonstrate how much your model

has learned from the previous two subsets, to put it another way.

Convolutional Neural Network

Convolutional neural networks (CNNs) are a type of artificial neural network

(ANN) that is primarily used for visual imagery analysis. Because of their

shared-weight architecture of convolution kernels or filters that provide

translation-equivariant responses called feature maps, they are also known as
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shift invariant or space invariant artificial neural networks. Despite their name,

most CNNs are not completely translation invariant due to the down sampling

operation they use. Image and video recognition, recommendation systems,

image classification, image segmentation, medical image analysis, natural

language processing, brain-computer interfaces, and financial time series

analysis are just a few of the applications for CNNs.

CNNs are regularised versions of multilayer perceptrons, which typically have

fully connected networks in which every neuron in one layer is connected to

every neuron in the next layer. However, the "full connectivity" of these

networks makes them prone to overfitting, which can be mitigated by

regularisation techniques such as weight decay or trimming connectivity.

CNNs take a different approach to regularisation by utilising the hierarchical

pattern in data and building patterns of increasing complexity by embossing

smaller and simpler patterns on their filters. As a result, CNNs are less

connected and complex than other types of networks.

CNNs are inspired by biological processes, specifically the animal visual

cortex's cooperation. CNN connectivity patterns resemble cortical neurons'

receptive fields, which respond to stimuli only in a limited area of the visual

field. Different neurons' receptive fields partially overlap to cover the entire

visual field.

CNNs require little pre-processing when compared to other image

classification algorithms, and the network learns to optimise its filters through

automated learning. This lack of reliance on prior knowledge and human

intervention in feature extraction is a significant benefit.
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