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ABSTRACT 

 

Diabetes has become a widespread non-communicable disease in modern times, with a 

prevalence rate of over 60%. The consumption of foods high in carbohydrates, fats, 

oils, nuts, and whole grains, coupled with factors like alcohol consumption, smoking, 

rising pollution levels, and high cholesterol, are some of the main reasons why the 

number of diabetes cases in India is on the rise. Early detection of diabetes can help 

prevent several severe health conditions that can significantly impact the quality of life 

for individuals suffering from the disease. As such, a system that can accurately 

diagnose whether a person has diabetes or not is necessary. 

 

To achieve this, machine learning can be an incredibly useful tool. By analyzing 

different attributes and utilizing various techniques, it is possible to build a model that 

can accurately predict diabetes. In the proposed work, the diabetes 2019 dataset 

obtained from Kaggle, which includes 17 attributes and one target variable, is used to 

train and test the model. In the dataset there are critical attributes like age, physical 

activity, family history, blood pressure, body mass index (BMI), and alcohol 

consumption/smoking habits and so on. A new stack-based ensemble model has been 

proposed, this model outperforms the conventional machine learning approaches 

benchmarked by various performance metrics like accuracy, precision, and recall. The 

proposed approach achieved an impressive accuracy score of 97.70%, significantly 

better than all other models tested. 
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CHAPTER-1 INTRODUCTION 

 

1.1 Introduction 

 

Diabetes mellitus, commonly referred to as diabetes, is a metabolic disorder that 

affects millions of people worldwide [1]. The condition causes the body to produce 

excessive levels of glucose, which can lead to a host of health complications. After 

consuming a meal, any carbohydrates ingested are broken down into glucose and 

absorbed into the bloodstream. When the pancreas detects an increase in blood 

glucose, it releases insulin to help transport sugar from the blood into cells where 

it is stored or used for energy. However, when the body fails to produce enough 

insulin, the insulin produced does not function correctly, or cells do not respond 

well to insulin, diabetes can occur.  

 

In 2017, it was estimated that 451 million people worldwide were living with 

diabetes, and this number is expected to rise to over 693 million by 2045 [2]. 

Shockingly, 57% of these individuals remain undiagnosed, highlighting the need 

for greater awareness and screening efforts. In India, the prevalence of diabetes and 

prediabetes is alarmingly high, with one out of six Indian men exhibiting high blood 

sugar levels, indicating either prediabetes or diabetes. Southern and eastern states, 

including Kerala, Tamil Nadu, and Andhra Pradesh, report the highest incidences 

of diabetes, with figures as high as 27%. Indian women exhibit a lower prevalence 

of diabetes and prediabetes than men, with 13.5% of women and 15.6% of men 

affected [3]. 

 

The complications of diabetes are numerous, with both macrovascular and 

microvascular complications affecting multiple organ systems. Such complications 

lead to a higher morbidity and mortality rate, as a result, life expectancy falls and 

the Indian healthcare system bears a substantial financial burden. Several factors 



2 
 

contribute to the rising number of diabetes cases in India, including an increase in 

the consumption of foods high in carbohydrates, fat, and oils, a lack of fruits, nuts, 

and whole grains, excessive alcohol consumption, smoking, rising pollution levels, 

and high levels of cholesterol. 

 

To combat this growing epidemic, greater public awareness, early detection, and 

management of diabetes are essential. Having a healthy routine that includes 

exercising regularly, eating a balanced diet, and preventing harmful habits such as 

consuming cigarettes and too much alcohol will help lower the chance of getting 

diabetes and its consequences. Additionally, regular screening, early diagnosis, and 

effective treatment are crucial in reducing the morbidity and mortality associated 

with diabetes. 

 

Types of Diabetes- 

 

I. Type 1 Diabetes [4] 

Type 1 diabetes is an autoimmune disorder in which the body attacks itself, its own 

insulin-producing cells, located in the pancreas. This can result in a lack of insulin 

in the body, leading to high blood sugar levels. While type 1 diabetes is often 

diagnosed in children and young adults, it can occur at any age, and the diagnosis 

is no longer limited to just this age group.  

 

One common misconception is that all people with type 1 diabetes are thin, but up 

to 10% of those diagnosed are overweight. This underscores the importance of 

understanding that diabetes can affect anyone, regardless of body weight or size. 

Polyuria, or excessive urination, is a hallmark symptom of type 1 diabetes. This is 

often accompanied by excessive thirst, polydipsia, and hunger. In addition, 

individuals with type 1 diabetes may experience weight loss, visual abnormalities, 

and fatigue. 
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To manage their condition, individuals with type 1 diabetes need to take insulin 

every day. This can be delivered via injection or through an insulin pump. While 

this can be challenging, patients of diabetes type 1 can live long and well lives with 

adequate treatment and care. Diabetes type 1 is a complex condition that requires 

careful management and attention. With the right approach and access to necessary 

medical care, people can thrive and live fulfilling lives. It's important to raise 

awareness of this condition and support those living with it, as they navigate the 

challenges and complexities of managing their health. 

 

II. Type 2 Diabetes [5] 

Diabetes of type 2 is a prevalent persistent illness that impacts a vast number of 

individuals worldwide. In this condition, the body cannot effectively use insulin to 

maintain normal blood sugar levels. It's estimated that type 2 diabetes affects 

between 90-95% of all people with diabetes, making it the most common form of 

the condition. Type 2 diabetes is a complex condition that can take several years to 

develop. While it's most commonly diagnosed in adults, it can occur at any age, As 

a result, it is critical to identify the risk factors linked with the illness. People who 

are overweight, have a family history of diabetes, lead a sedentary lifestyle, have 

had gestational diabetes, prediabetes, high blood pressure, high cholesterol, or high 

triglycerides are more likely to develop type 2 diabetes. 

 

Prevention is key when it comes to type 2 diabetes, and periodic tests might be 

beneficial. with early detection & management. It's a good idea to get your blood 

sugar checked at regular intervals, especially if you have risk factors for the 

condition. Making modifications to your lifestyle, like increasing physical activity, 

consuming a healthy food, and having an appropriate body mass index can also 

lower the chance of acquiring type 2 diabetes. Diabetes of the type 2 variety is a 

complicated disease that affects a great number of people globally. Understanding 

the risk factors associated with the condition and taking preventative measures can 

help reduce the likelihood of developing this condition. By staying informed and 



4 
 

taking steps to manage our health, we can work towards a healthier future for 

ourselves and our communities. 

 

III. Gestational Diabetes [6] 

Pregnancy is a special time for every woman, filled with excitement and joy. 

However, hormonal changes can lead to gestational diabetes, diabetes which 

develops during labour. This syndrome is produced by placental hormones that 

cause the cells in the body of a pregnant woman less responsive to insulin. As a 

result, elevated levels of sugar in the blood occur throughout labour, which can 

have harmful effects on both the mother and the baby. Gestational diabetes is more 

likely to affect women who are overweight before getting pregnant or who gain 

excessive weight during pregnancy. During the twenty-fourth and twenty-eighth 

weeks of pregnancy, routine tests are performed to check for gestational diabetes. 

This involves an oral glucose tolerance test or a blood sugar test. 

 

Apart from gestational diabetes, there are other less common types of diabetes, such 

as monogenic diabetes, which is an inherited form of the disease, and diabetes that 

is linked to cystic fibrosis. However, the most common type of diabetes is type 2, 

which affects 90-95% of people with diabetes. Over time, elevated levels of sugar 

in the blood can cause a variety of health issues, including stroke, coronary artery 

disease, kidney illness, vision difficulties, damage to the nerves, and issues with 

your feet. It is essential to get your blood sugar levels checked regularly to detect 

diabetes early on. While there are various tests available to diagnose diabetes, they 

can be expensive. 

 

Using machine learning algorithms to build a model for the early detection of 

medical conditions like diabetes is a significant advancement in the field of 

medicine. The integration of technology in healthcare has brought about 

tremendous improvements in patient care and treatment outcomes. The 

development of an early detection system using machine learning can potentially 
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save millions of lives by detecting the onset of the disease before it causes 

irreversible damage to the body. 

 

The use of an ensemble technique [7, 8, 9] in machine learning can significantly 

improve the accuracy of the model, making it more reliable and effective in 

predicting the occurrence of diabetes. Ensemble learning is a powerful technique 

that combines multiple models to make more accurate predictions. It can be 

compared to the principle of "two heads are better than one." 

 

Incorporating technology into healthcare not only improves the accuracy of medical 

diagnoses but also reduces the overall cost of healthcare. With the rise in healthcare 

costs, people are turning towards more affordable and accessible healthcare 

options. This includes the use of telemedicine, which enables people to consult with 

healthcare providers online. The use of machine learning algorithms to diagnose 

medical conditions like diabetes is another example of how technology is 

revolutionizing the healthcare industry. 

 

1.2 Problem Statement 

 

Diabetes is a chronic condition which impacts masses of individuals globally and, 

if left untreated, can lead to major health issues. Living with diabetes can be 

challenging, and it requires careful monitoring of blood sugar levels, regular 

medication, and a healthy lifestyle. Many people with diabetes suffer from various 

complications, such as cardiovascular disease, nerve damage, and kidney problems. 

Unfortunately, identifying diabetes at an early stage can be difficult, and many 

patients only find out after experiencing symptoms like excessive thirst and 

urination, fatigue, and blurry vision. In India, where the prevalence of diabetes is 

high, access to accurate and timely diagnosis is crucial. The traditional method of 

visiting a medical diagnostic centre and speaking with a medical professional, can 
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be costly and time-consuming. Moreover, the available diagnostic techniques may 

not always be accurate, leaving many patients undiagnosed or misdiagnosed. 

 

To address this problem, the aim of the project is to develop a machine-learning 

system that can predict diabetes at an early stage with a higher accuracy rate. By 

analyzing various patient features, such as age, body mass index, blood pressure, 

and family history, the system can determine the correlation between them and 

build a predictive model using an ensemble technique. This system has the potential 

to provide a more efficient and accurate diagnosis for patients, enhancing their 

standard living and minimising the possibility of complications linked with 

untreated or undiagnosed diabetes. 

 

The main challenge is to find the right combination of features and optimize the 

model's performance to achieve high accuracy, sensitivity, and specificity while 

minimizing false positives and false negatives.  

 

1.3 Objectives 

 

• The main objectives of this study are centered around designing, 

implementing, and evaluating a machine learning model for early diabetes 

prediction. 

• The foremost objective is to enhance the accuracy by using stack ensemble 

model. 

• The results of the ensemble model will then be compared with the existing 

state-of-the-art literature and, with machine learning algorithms using 

different metrics.  

• By achieving these objectives, the ultimate objective is to enable healthcare 

providers to identify and intervene early to prevent or manage diabetes more 

effectively and improve the quality of life for those living with the disease. 
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1.4 Methodology 

 

The dataset [10] for this project has been sourced from Kaggle and it contains 

information about 952 patients. There are 17 independent variables that can help 

determine whether a person is diabetic or not. However, the dataset needs to be pre-

processed to achieve better results. In this regard, null values are removed from 

different columns and replaced with the mean or mode of that column. Some null 

values are also dropped. Outliers, which are extreme values that could skew the 

data, are also removed. In addition, some columns are normalized to ensure that 

they are on a similar scale, and data binning is done on some columns like age, 

stress, and BMI. Binning is a method of organizing several more or less continuous 

values into fewer "bins". For example, if a person has information about a group of 

people, they might want to divide their ages into fewer age ranges. This makes it 

easier to analyze the data. The correlation between different columns is also 

analyzed to gather information on how one column is related to another. 

 

The process of developing a machine learning model involves several steps, 

including data preparation, algorithm selection, model training, and testing. By 

using the right techniques and performance metrics, the accuracy of the model can 

be significantly improved, making it more effective in solving real-world problems 

like predicting diabetes. One of the most important phases is to separate the data 

into a testing and training dataset, which allows the effectiveness of the model on 

unknown data to be evaluated. Typically, the ratio of splits is 80:20, with training 

data as 80% and testing as 20%. 

 

In the instance of diabetes prediction, eleven machine learning algorithms are 

implemented. These algorithms are trained on the training dataset and tested on the 

testing dataset. The performance of the models is compared using several measures 

such as f1-score, recall, precision and accuracy to determine which algorithm 

performs better in predicting whether a person is diabetic or not. 
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To further enhance the model's accuracy, the stacking ensemble technique is 

applied. This technique involves combining the predictions made by multiple base 

learner models with a meta-learner to create a final model with more accurate 

predictions. The stacking technique protects the strengths of different models, 

making them more effective in addressing classification and regression problems. 

 

We have applied two-class stacking with different combinations of random forest 

classifier, xgboost, decision tree classifier, extra tree classifier, and light gradient 

boost machine classifier as the base learner and meta learner. The meta learner takes 

the outputs of the base models as inputs and makes a final decision based on their 

predictions. After testing the ensemble on testing data, we achieved an impressive 

accuracy of 97.70%. This result shows the power of ensemble techniques in 

improving the accuracy of machine learning models for predicting diabetes. 

 

1.5 Organization 

 

There are 5 sections in the project report.  

 

• Chapter 1 aims to provide a concise introduction to diabetes and explain the 

problem statement, emphasizing the efficacy of the proposed application.  

• Chapter 2 presents the project's literature review, citing relevant sources.  

• Chapter 3 covers dataset details, data preprocessing, model descriptions, 

and the proposed framework.  

• Chapter 4 delves into the experiments and results.  

• Chapter 5 concludes the project by discussing its overall implications and 

future possibilities.  
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CHAPTER-2 LITERATURE SURVEY 

 

In this section, we have reviewed around some researches and studied how the 

researchers have used the different methods using different dataset to get an 

accurate machine learning model for diabetic prediction. Over the years various 

techniques were developed by the researchers, some of them are discussed these. 

Also, the approaches and datasets used by different researchers with their results 

are shown in table 1. 

 

Tigga et al. [10] gathered a dataset of 952 persons aged 18 and above, including 

characteristics such as health, lifestyle, and family history. They used decision tree, 

naïve bayes, support vector machine, k- nearest neighbour, random forest, logistic 

regression models and attained a highest accuracy of 94.10% with Random Forest. 

 

In [11], The authors used machine learning classification techniques such as 

Decision Tree, Naive Bayes, and SVM to the Pima Indians Diabetes Dataset 

(PIDD) from the UCI machine Learning library. They concentrated on diabetic 

pregnant women and utilized the WEKA tool to execute the experiment. The author 

assessed metrics such as Precision, Recall, Accuracy, F-measure, and ROC for 

comparing the different models. The Naive Bayes algorithm is regarded as the best-

supervised machine learning approach in the experiment since it produces the 

greatest results with an accuracy of 76.30%. 

 

The National Institute of Diabetes and Digestive and Kidney Diseases Dataset, 

which is accessible at the UCI ML Repository, was utilized by Alam et al. [2]. On 

the dataset, K-means clustering classification, RF & the ANN models were used 

sequentially. The accuracy and the AUROC curve were used to evaluate the 

findings. With an accuracy of 75.7 percent, ANN surpassed the other two models. 
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From 2011 to 2017, the authors of [12] used physical examination data from the 

EMR of the Luzhou Municipal Health Commission in China. They evaluated the 

best prediction model using random forests (RF), XGBoost, and logistic regression 

(LR). They developed an online diabetes risk assessment method to estimate the 

risk of diabetes. 

Azrar et al. [13] used the Pima dataset, which contains records of females over the 

age of 21 who live in Phoenix, Arizona, USA. K-Nearest Neighbor (KNN), 

Decision Trees (DTs), and Naive Bayes are among the algorithms used, with 

Decision Trees having the best accuracy of 75.65%. 

In [14], Singh et. al used function-based multilayer perceptron (MLP), 

probabilistic-based NB, and DT-based random forests (RF) on PIDD with 10-fold 

cross-validation and split of 66% of the training dataset, also using training dataset 

as the test dataset. 

Ayon et al. [15] used the same dataset of Pima Indians Diabetes and applied deep 

neural networks and obtained the greatest results with the hidden layer being four 

and the number of neurons in each hidden layer being twelve, sixteen, sixteen and 

fourteen. They achieved the highest accuracy 98.35% with Five-fold cross-

validation. 

 

In [16] the authors used the dataset from documentation of the Association of 

diabetic’s city of Urmia which has 1004 samples with nine attributes, and applied 

the artificial neural networks which got 87.3% accuracy and the average error 

function was 0.01 with neural networks.  

 

Khanam et al. [17] used the same PID dataset available at the UCI machine learning 

repository. Then applied different ml algorithms i.e. decision tree, Knn, random 

forests, NB, ada boost, linear regression, SVM and NN. 88.6% accuracy was 

achieved with  NN model with two hidden layers and various epochs. 
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The diabetic Retinopathy dataset is used by Reddy et al. [18]. They applied the min-

max normalization method and then used the adaboost rf classifier, logistic 

regression classifier, knn, decision tree classifier machine learning models based 

on these they build a machine learning ensemble model with 84% accuracy. 

 

In [19] Sarwar et al. developed an AI-based ensemble tool for the detection of 

diabetes and analyzed its efficacy to that of other machine learning approaches. 

They used 400 people dataset and ensembled naive bayes, k-nearest neighbor (knn), 

support vector machine (svm), and artificial neural network (ann), models got an 

accuracy of 98.60%. 

 

Singh et al. [20] build an ensemble framework, ensembling different ml algorithms 

consisting a NN, DT, SVM, RF, and XGBoost which achieved an accuracy of 95%. 

Accuracy, Gini Index, precision, specificity, sensitivity, area under the convex hull, 

area under the curve, minimum weighted coefficient, and minimal error rate were 

all used to measure performance. 

 

Gradient boosting, logistic regression, DT, ETC, lgbm (light gradient boosting 

machine), xgboost, and random forest machine learning models were used by 

Ahamed et al. [21] on the Pima Indian dataset and 95.20% highest accuracy was 

attained by lgbm.  

 

A soft voting ensemble classifier was proposed by Kumari et al. [22] which 

achieved an accuracy of 79.04% which includes cat boost, bagging, support vector 

machine, Adaboost, xgboost, NB, logistic regression, gradient boost, RF machine 

learning models on the Pima Indians diabetes database. 
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An artificial back propagation scaled conjugate gradient neural network (ABP-

SCGNN) was used to train the ANN model was proposed by Bukhari et al. [23] on 

the PID dataset which attained an accuracy of 93%. 

 

In [24] Hasan et al. framed an ensemble model consisting of K-NN, Random Forest, 

AdaBoost, Decision Trees, MLP, XGBoost, and Naive Bayes algorithms on the 

PID dataset. They attained the highest AUC value of 0.95. 

 

Ensemble approaches like as bagging and boosting were used in [25] by Nai-Arun 

et al. The experiment used hospital data from the Sawan Pracharak Regional 

Hospital in Thailand, which included 48,763 patients. The attributes were sorted 

using the ratio of gain selection of features methodology, and the Naive Bayes, K-

Nearest Neighbours, and Decision Tree algorithms were used in the following 

phases. The boosting and bagging ensemble approaches relied on these algorithms 

as basis classifiers. The bagging strategy was shown to be more successful than the 

boosting method, with an accuracy of 95.312%. It also surpassed every one of the 

base classifiers. Future studies might look into the stacking approach, according to 

the author.  

 

Swapna et al. [26] used Deep Learning techniques to predict diabetes, training a 

Multilayer Feed-Forward Neural Network with the back-propagation algorithm. 

They normalised the PIMA Indian dataset before processing it to guarantee 

numerical stability, reaching a noteworthy accuracy of 82%. In another work, the 

researchers trained two models using CNN and CNN-LSTM on an 

Electrocardiograms data set with 142,000 samples and eight variables. The CNN 

model had an accuracy of 93.6% with five-fold cross-validation, whereas the CNN-

LSTM model had an accuracy of 95.1%. 

 

Chen et al. [27] examined the performance of the J48, KNN, and LR algorithms on 

the diabetes dataset, concluding that the J48 method had the greatest accuracy rate 
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of 78.27%. Based on their results, another researcher [28] created a web-based 

application for identifying diabetes mellitus that reached an accuracy rate of 80%. 

The researchers tested numerous prediction algorithms in this study, including DT, 

NN,  (NB), logistic regression, and random forest, as well as ensemble techniques. 

They discovered that the RF approach has the highest accuracy and ROC score of 

75.558% and 0.912. 

 

S. Sivaranjani et al. [29] used the Pima dataset to train two machine learning 

algorithms: RF & SVM in their work. They pre-processed the data first, then used 

step forward and step backward feature selection strategies to compare their 

efficacy. Furthermore, Principle Component Analysis (PCA) was used to minimise 

the dimensionality of the dataset; however, due to the magnitude of the dataset, this 

had little effect on the models' performance. Finally, they compared the 

performance of the two models using four features and discovered that the RF with 

step backward feature removal had the greatest  specificity (82%), sensitivity 

(83%) &  accuracy (83%). 

 

Table 1: List of existing approaches and dataset used for diabetic prediction 

 

S. 

No. 

Author (s) Approach Dataset Results 

1 Tigga et al. 

(2020) [10] 

Logistic Regression, 

SVM, KNN, DT 

RF, NB 

Tigga Dataset on 

Kaggle 

 94.10% with 

Random 

Forest 
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2 Sisodia et al. 

(2018) [11] 

Decision Tree, 

Naive Bayes, and 

SVM machine 

learning 

classification 

algorithms 

PIDD from UCI 

machine 

Learning 

repository. 

76.30% 

Accuracy 

with Naive 

Bayes. 

  

3 Alam et al. 

(2019) [2] 

K-means clustering, 

random forest (RF), 

and Artificial neural 

network (ANN) 

models 

National Institute 

of Diabetes and 

Digestive and 

Kidney Diseases 

Dataset  

75.7% 

Accuracy 

with ANN 

4 Yang et al. 

(2021) [12] 

XGBoost, random 

forests (RF) and 

logistic regression 

(LR)  

Physical 

examination data 

from the EMR of 

Luzhou 

Municipal Health 

Commission in 

China 

0.8768 AUC 

with XGBoost 

5 
Azrar et al. 

(2018) [13] 
K-Nearest 

Neighbour (KNN), 

Decision Trees 

(DTs), Naïve Bayes 

Pima Indians 

Diabetes Dataset 

(PIDD), (UCI)  

75.65% 

Accuracy 

with Decision 

Trees   
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6 Singh et al. 

(2017) [14] 

Multilayer 

perceptron (MLP), 

probabilistic-based 

NB, and decision 

tree-based random 

forests (RF) 

Pima Indians 

diabetes dataset 

(PIDD), (UCI)  

84.93% with 

Random 

Forests 

7 El Jerjawi et 

al. (2018) [16] 

Artificial Neural 

Network 
From 

documentation of 

the Association 

of diabetic’s city 

of Urmia 

87.3% with 

ANN 

8 Khanam et al. 

(2021) [17] 

DT, K-Nearest 

Neighbour, Random 

forests, NB, Ada 

Boost, Linear 

Regression Neural 

Network (NN) and 

Support Vector 

Machine 

Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

88.6% with 

NN with two 

hidden layers 

9 Reddy et al. 

(2020) [18] 

Ensemble model 

including Random 

Forest, Decision 

Tree, Adaboost, 

KNN, Logistic 

Regression 

classifiers 

Diabetic 

Retinopathy 

dataset 

84% with 

ensemble 

model 



16 
 

10 Hasan et al. 

(2020) [24] 

Ensemble 

Framework 

including K-NN, 

Random Forest, 

AdaBoost, Decision 

Trees, MLP, 

XGBoost, and 

Naive Bayes 

Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

0.95 AUC 

with AB & 

XB 

11 Singh et al. 

(2021) [20]  

Ensemble model 

with NN, DT, SVM, 

RF and XGBoost 

Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

95% with 

ensemble 

model 

12 Ahamed et al. 

(2022) [21] 

Logistic Regression, 

RF, DT, Light 

Gradient Boosting 

Machine (LGBM), 

Gradient Boosting, 

XGBoost 

Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

95.20% with 

LGBM 

13 Kumari et al. 

(2021) [22] 

Ensemble soft 

voting classifier 
Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

79.04% 

with ensemble 

classifier 

14 Bukhari et al. 

(2021) [23] 

ANN model trained 

using an artificial 

back propagation 

scaled conjugate 

Pima Indian 

Diabetes (PID) 

Dataset, (UCI) 

93% with 

ABP-SCGNN 
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gradient neural 

network 

15 Sarwar et al. 

(2018) [19] 

Ensemble method 

with ANN, SVM, 

KNN, Naive Bayes 

Their own 

dataset of 400 

people 

 98.60% with 

ensemble 

method  

16 Gollapalli et 

al. (2022) [30] 

Stacking (combined 

K-NN, Bagging DT, 

& Bagging K-NN, 

with K-NN meta-

classifier 

Saudi Arabian 

hospital dataset 

94.48% with 

Stacking 

17 Latif et al. 

(2021) [31] 

Max Voting, and 

Stacking ensemble 

technique 

PIMA Indians 

Diabetes dataset, 

Vanderbilt 

Dataset 

78% for 

Dataset 1 and 

93% for 

Dataset 2 with 

max voting  

18 Husain et al. 

(2018) [32] 

Ensemble model 

using majority 

voting technique 

(Using and Gradient 

Boosting, Random 

Forests, K-Nearest 

Neighbor, and 

Logistic Regression) 

NHANES 2013-

14 

0.75 AUC 

with Majority 

voting 
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19 Mahesh et al. 

(2022) [33] 

Blended ensemble 

learning (using 

random forest (RF), 

K-nearest neighbors 

(KNN), support 

vector machine 

(SVM), decision 

tree (DT) classifier, 

& logistic regression 

(LR)) 

Kaggle dataset 
97.11% with 

Ensemble 

technique 

20  Ali et al. 

(2014) [34] 

Boosting ensemble 

technique (using 

Random committee 

classifier & 

AdaboostM1 

algorithm) 

Diabetes dataset 

of 100 patients 

records from a 

local hospital 

81.0% with 

boosting 

21 Dutta et al. 

(2022) [35] 

Ensemble technique 

(using LightGBM 

(LGB), XGBoost 

(XGB), Decision 

Tree (DT), Random 

Forest (RF) and 

Naive Bayes (NB)) 

South Asian 

diabetes dataset 

73.50% with 

ensemble 

technique 

22 Saxena et al. 

(2022) [36] 

Random Forest, 

Decision tree, KNN, 

MLP 

PIMA 
79.80% with 

RF 
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23 Maniruzzaman 

et al. (2020) 

[37] 

AdaBoost, random 

forest, Naive bayes 

& Decision tree 

National Health 

and Nutrition 

Examination 

Survey 

94.25% with 

random forest 

24 Laila et al. 

(2022) [38] 

RF, Bagging, 

AdaBoost 
PIDD 

97% with RF 
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CHAPTER-3 SYSTEM DEVELOPMENT 

 

In this chapter, you will find valuable information regarding the dataset used for 

the study, which will help you gain a better understanding of the research outcomes. 

The dataset used in this study was carefully selected and analyzed, and the patterns 

identified were visually presented in the form of graphs and tables. These visual 

representations can help you identify key trends and patterns in the data, making it 

easier for you to draw insightful conclusions. 

 

Apart from the dataset, the proposed model used in the study is also presented in 

this chapter. The proposed model is the result of extensive research and analysis, 

and it has been carefully designed to address the research question at hand. You 

will get a detailed insight into the model and how it works. 

 

Furthermore, the chapter also explains the algorithms that led to the development 

of the proposed model. This will give you an idea of the research methodology and 

the steps taken to ensure the accuracy and validity of the results. Also, the 

architecture of the proposed stack ensemble method is shown in figure 1. 
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Figure 1: The architecture of the recommended stack ensemble method 
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3.1 Dataset description 

 

The source of the dataset is Kaggle, a platform for data science competitions. The 

particular dataset being referred to is the Diabetes dataset from the year 2019. It 

was curated by Dr. Shruti Garg and Neha Prerna Tigga for the sole purpose of 

research and non-commercial use. The dataset contains 952 cases, each with 17 

independent factors that predict results and a binary dependent variable that 

indicates the presence or absence of Diabetes. Among the instances, there are 580 

males and 372 females, providing a significant representation of both genders. The 

dataset includes several real-world factors that can be leveraged to accurately 

identify whether a person is suffering from diabetes or not. 

 

Table 2: Description of Attributes in the Dataset 

 

Serial Number Attributes Type 

1 Age 60 and above  

50-59 

40-49 

Less than 40 

2. Gender Male 

Female 

3. Family Diabetes Yes 

No 

4. High BP Yes 

No 

5. Stress Always  

Very Often 

Sometimes 
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Not at all 

6. BMI Numerical value 

7. Bp level Low  

Normal 

High 

8. Regular Medicine Yes 

No 

9. Sleep Numerical value 

10. Sound Sleep Numerical Value 

11. Alcohol Yes 

No 

12. Junk Food Occasionally 

Often 

Very Often 

13. Physically Active One hour or more  

More than half an hour 

Less than half an hour 

None 

14. Smoking Yes 

No 

15. Pregnancies 0 

1 

2 

3 

4 

16. Pdiabetes Yes 

No 

17. Urination Frequency Not Much 

Quite Often 
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18. Diabetes Yes 

No 

 

In this dataset, various attributes are included to determine the likelihood of a 

person being diabetic. The first attribute, age, is binned into four categories to make 

it easier to analyze: less than 40, 40-49, 50-59, and 90 and above. This is important 

as age plays a significant role in determining a person's susceptibility to diabetes. 

For example, individuals over the age of 60 are at a greater chance of acquiring 

diabetes than those under the age of 60. 

 

Gender is another attribute that is included in the dataset. It is divided into two 

categories: male and female. This is important as research has shown that men and 

women may have different risks of developing diabetes. For example, women with 

polycystic ovary syndrome (PCOS) are more likely to develop diabetes than those 

without the condition. 

 

Family diabetes is another attribute that is included in the dataset. This attribute has 

two columns: yes and no. It explains whether there is a past history of diabetes in 

the family, which is important as genetics plays a significant role in determining a 

person's susceptibility to diabetes. 

 

High blood pressure (BP) is another attribute included in the dataset. It is marked 

by yes or no and defines whether the person has high blood pressure or not. This is 

important as high BP is threat for developing diabetes. Research has shown that 

individuals with People with elevated levels of blood pressure are more prone to 

acquire diabetes than those who do not have high blood pressure. 

 

Physical activity is another attribute included in the dataset. It defines how long a 

person plays outside and is physically active. It is also divided into various 

categories: one hour or more, more than half an hour, less than half an hour, and 
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none. This is important as physical activity plays a significant role in preventing 

diabetes. Physically active people are less likely to get diabetes than inactive 

people, according to research. 

 

Body mass index (BMI) is another attribute included in the dataset. It is a numerical 

value that is calculated based on the height and weight of the person and varies 

among different people. This is important as BMI is a significant threat for 

developing diabetes. Individuals with a higher BMI have a greater probability to 

acquire diabetes than those with a lower BMI, according to research. 

 

Smoking and drinking are other attributes included in the dataset. These attributes 

are characterized by yes or no and define whether a person smokes or drinks. This 

is important as smoking and drinking are significant risk factors for developing 

diabetes.  

 

Sleep and sound sleep are other attributes included in the dataset. These attributes 

are numerical values that define how much sleep a person gets in the daytime and 

how long a person sleeps without any disturbance, respectively. This is important 

as research has shown that individuals who do not get enough sleep or who 

experience disturbed sleep are far more inclined to diabetes than those who get 

sufficient and undisturbed sleep. 

 

Regular medicine is another attribute included in the dataset. It has a yes and no 

category and defines whether a person is on a medicine and if he/she takes that 

medicine regularly. This is important as some medicines can increase the risk of 

developing diabetes. For example, Certain steroids can raise insulin levels and raise 

the risk of diabetes. 

 

Junk food is another attribute included in the dataset. It defines how often a person 

eats junk food in his daily lifestyle and is divided into three categories: 
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occasionally, often, and very often. This is important as research has shown that a 

diet high in junk food is a significant risk factor for developing diabetes. 

 

Stress is another aspect of our lives that can greatly affect our health. The stress 

column in this dataset is a measure of how frequently a person experiences stressful 

situations. Stress can manifest in various ways, and can have negative effects on 

our physical and mental wellbeing if not managed properly. It's categorized into 

four levels: not at all, sometimes, very often, and always. 

 

One important attribute for determining a person's health condition is their blood 

pressure level. The BP level column in this dataset is divided into three categories: 

low, normal, and high. High blood pressure can be an indicator of diabetes, so 

monitoring this measurement can be crucial in identifying potential risks for the 

disease. 

 

For women, the number of pregnancies they've had can also impact their health 

status. The pregnancies column in this dataset is divided into five categories, 

ranging from 0 to 4. This information can be helpful in assessing a woman's risk 

for gestational diabetes, a type of diabetes that can develop during pregnancy. 

 

The pdiabetes column in this dataset is a binary value, with "yes" indicating that a 

person has diabetes and "no" indicating that they do not. This information can be 

crucial in identifying potential risks for the disease and taking preventative 

measures. 

 

The urination frequency column in this dataset measures how often a person 

urinates throughout the day, and is divided into two categories: "not much" and 

"quite often." This can be a useful indicator for diabetes, as increased urination 

frequency can be a symptom of the disease. 
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Finally, the target column in this dataset predicts whether a person has diabetes or 

not, and is represented by the binary values "yes" and "no." By analyzing the other 

attributes in the dataset, healthcare professionals can use this column to make 

informed predictions about a person's health status and take appropriate measures 

to manage or prevent diabetes. 

 

3.2 Data preprocessing and data visualization 

 

The dataset we are working with contains information about various health 

indicators such as BMI, pregnancy, diabetes, and sleep. However, we noticed that 

some of these columns have missing data. This is not uncommon as missing data is 

a common issue in datasets. To handle this, we employed a few techniques to fill 

in the gaps. 

 

During our data analysis, we encountered some outliers, which are data points that 

are vastly different from the other values in their respective column. These outliers 

can heavily affect the accuracy of statistical tests and lead to increased error 

variance. They can distort the overall results of our analysis and make any 

projections based on them inaccurate. Therefore, we took steps to identify and 

remove any outliers present in the data. 

 

For instance, in a survey regarding the impact of stress on people's health, we 

noticed that some participants reported extremely high levels of stress that were 

significantly different from the average level. By removing these outliers, we could 

obtain a more accurate representation of the dataset, and this helped to improve the 

quality of our analysis. 

 

Additionally, we found that some columns, such as age, stress, and physical 

activity, had categorical attributes that needed to be converted into numerical 

attributes for further analysis. To convert these categorical attributes into numerical 
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attributes, we used a technique called one-hot encoding. This technique involves 

creating dummy variables for each category, where the variables' values are either 

0 or 1, indicating the absence or presence of a specific category in a row. This way, 

we could transform the categorical variables into a format that can be easily 

analyzed and compared, which helps to improve the accuracy of our analysis. 

 

For the Pregnancy column, we filled in the missing values with the mode value of 

the column. This is because the mode represents the most commonly occurring 

value in a column, so it was the best option to fill in the missing data. For the other 

columns, we used the mean value to fill in the missing data. While there are other 

methods to fill in missing data, using the mean is a simple and effective way to 

estimate the missing values. 

 

For other columns like gender, family history of diabetes, smoking, and alcohol 

consumption, we also converted these categorical attributes into numerical 

attributes. This is because numerical data is easier to work with and analyze. 

 

Finally, we normalized the values of the BMI and sleep columns to ensure that they 

were on the same scale as the other columns. This helps to improve the accuracy of 

our analysis and makes it easier to compare results. 

 

In order to better understand our research findings on diabetes, we decided to create 

various graphs to visually represent the data. These visuals can be helpful in 

identifying patterns and trends that may not be immediately apparent from just 

looking at the raw data. 

 

One of the graphs we created is a Pair plot that displays the relationship between 

BMI, sleep, sound sleep, and pregnancies shown in Graph 1. This graph helps us 

understand how these factors are related to one another and how they may impact 

diabetes. 
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Graph 1: Pair plot of BMI, Sleep, Sound sleep and Pregnancies 

 

Another graph we created is a Pie Chart that shows the distribution of our target 

variable, which is whether or not a person is diabetic, shown in graph 2. This helps 

us understand the prevalence of diabetes in our dataset and how it may be 

influenced by other factors. 
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Graph 2: Pie Chart of the Target variable i.e. Diabetic or not 

 

We also created a Pie Chart that shows the distribution of sex in our dataset, shown 

in graph 3. This helps us understand if there are any differences in health outcomes 

based on gender. 

 

 

Graph 3: Pie chart of distribution of sex in the dataset 

 

To further explore the relationship between our target variable and various other 

factors, graph 4 that shows the distribution of age, gender, and family diabetes with 
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respect to our target variable. This helps us understand how these factors may 

influence the likelihood of developing diabetes. 

 

 

Graph 4: Count of Age, Gender and Family Diabetes with respect to target 

variable  

 

We also created a Count graph that displays the distribution of high blood pressure, 

junk food consumption, and stress levels with respect to our target variable, graph 

5 shows that. This graph helps us understand how these lifestyle factors may 

contribute to the development of diabetes. 
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Graph 5: Count of High BP, Junk food and Stress with respect to target variable 

 

Additionally, graph 6 shows the distribution of smoking, alcohol consumption, and 

regular medication use with respect to our target variable. This graph helps us 

understand how these factors may impact our overall health and well-being. 

 

 

Graph 6: Count of Smoking, Alcohol and Regular Medicine with respect to target 

variable 
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Graph 7 displays the relationship between pregnancies, Pdiabeties and urination 

frequency, and the likelihood of developing diabetes. This helps us understand how 

pregnancy and urinary health may impact a person's risk of developing diabetes. 

And count of Physical activity in Relation to the target variable is shown in graph 

8. 

 

 

Graph 7: Count of Pregnancies, Pdiabeties and Urination frequency in relation to 

the target variable 
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Graph 8: Count of Physical activity in relation to the target variable 

 

 

Graph 9: Violin plot with BMI, Sleep and sound sleep with respect to diabetes 
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Lastly, we created a Violin plot that displays the relationship between BMI, sleep, 

and sound sleep with respect to diabetes shown in graph 9. This graph helps us 

understand how these factors may impact a person's risk of developing diabetes and 

can inform our recommendations for promoting healthy behaviors. 

 

3.3 Brief description of Machine Learning Classification Techniques 

 

Here, we have delved into a wide range of machine learning classification 

algorithms that are being utilized for the recommended model. These algorithms 

form the backbone of our model, and it's important to consider all the available 

options before deciding on the best approach. 

 

In order to find the optimal solution, we experimented with various classifier 

models before finally settling on the top performing ones. In total, we trained 11 

distinct classifiers on our training data set, each with its own unique strengths and 

weaknesses. 

 

3.3.1 Random Forest [39]  

 

RF is a popular ml algorithm that is often performs classification and regression 

tasks using this algorithm. It belongs to the family of ensemble methods, which 

means that it combines multiple weaker models to create a stronger and more 

accurate final model. 

The basic idea behind Random Forest is to build a large number of decision trees 

on different subsets of the training data, and then combine their predictions to make 

the final prediction. Each tree is constructed using a random subset of the features 

and a random subset of the training samples, which helps to reduce overfitting and 

increase the generalization performance of the model. 
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Throughout the estimation phase, every tree in the forest guesses the target variable 

independently, and the final forecast is generated by taking the majority voting of 

all the trees. This method has been demonstrated to be quite successful in improving 

prediction accuracy, particularly in extremely large data sets with complicated 

connections between characteristics and the variable being targeted. 

Random Forest has the benefit of being able to handle both quantitative and 

qualitative information, as well as automatically handling values that are missing 

and outliers. It's also relatively easy to use and requires minimal hyper parameter 

tuning, making it a popular choice for both beginners and experienced machine 

learning practitioners. 

As a whole, Random Forest is a strong and adaptable technique that may be applied 

to a variety of the two methods applications & is well-suited to handling complex 

and high-dimensional data sets. 

 

3.3.2 Extra Tree classifier [40]  

The Extra Tree classifier is another popular ml algorithm falls in the group of 

ensemble methods. However, unlike Random Forest, Extra Trees builds decision 

trees using random thresholds for each feature instead of finding the best split point. 

The main idea behind the Extra Tree classifier is to create a huge number of random 

DT using various subsets of the training data and different subsets of the features. 

During the training phase, the algorithm randomly selects a threshold for each 

feature, and then uses these thresholds to split the data into different branches. This 

process is repeated for each tree in the forest, resulting in a diverse set of decision 

trees. 

During the prediction phase, the Extra Tree classifier aggregates the results of all 

the individual trees to make a final prediction. This aggregation can be done 
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through different methods, such as taking the majority vote or computing the mean 

of the expected values. 

One of the advantages of the Extra Tree classifier is that it can be faster than other 

ensemble methods, such as Random Forest, due to its simpler splitting strategy. It 

also has the ability to handle noisy and irrelevant features more effectively, since 

the random splitting strategy makes the algorithm less sensitive to the noise and 

irrelevant features in the data. 

 

However, one potential drawback of the Extra Tree classifier is that it may be more 

prone to overfitting, especially if the number of trees in the ensemble is too high. 

This can be mitigated by tuning the hyperparameters, such as the number of trees 

and the maximum depth of each tree, to optimize the performance of the model. 

 

3.3.3 Decision Tree classifier [41] 

A DT classifier is a ml algorithm to categorize data, creates a model in the form of 

a tree structure. It operates by recursively dividing the data into subsets based on 

feature values, with the goal of producing subsets that are as pure as feasible with 

regard to the target variable. The tree is constructed by picking the appropriate 

feature to partition the data at each node based on some information gained or 

impurities reducing criteria. This procedure is repeated until a condition, such as 

the smallest amount of collections in a leaf node or a maximum depth of the tree, 

is fulfilled. 

Once the tree is built, new data can be classified by traversing the tree from the root 

node to a leaf node, where the prediction is made based on the majority class of the 

samples in that node. 

Decision Trees are popular owing to their comprehensibility as the final model is 

simple to see and comprehend. They can handle qualitative as well as quantitative 
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data and are relatively resistant to outliers and missing values. However, they are 

prone to overfitting, especially when the tree is deep, and could not hold up well to 

fresh datasets. Pruning and ensembling techniques can assist to overcome these 

challenges. 

 

3.3.4 Light Gradient Boosting Machine Classifier [42] 

A LightGBM classifier is a type of machine learning model used for classification 

tasks. It is a member of the algorithm for gradient boosting family and is noted for 

its rapid and efficient performance. 

LightGBM works by iteratively building a series of decision trees, where each 

subsequent tree is trained to correct the errors of the previous tree. During training, 

LightGBM uses a technique called gradient-based one-side sampling (GOSS) to 

selectively sample data instances based on their gradient values, which helps to 

speed up training while maintaining accuracy. 

The LightGBM classifier is known for its ability to handle large datasets with high 

dimensionality and imbalanced class distributions. It also supports various loss 

functions, including binary cross-entropy, multi-class cross-entropy, and AUC-

based binary classification. 

 

3.3.5 XG Boost [43] 

The Extreme Gradient Boosting (XGBoost) ml technique is widely used 

for  classification & regression and ranking applications. It is a gradient boosting 

implementation, which is an approach to ensemble learning that constructs a model 

step by step by minimizing the model's loss function using gradient descent. 

XGBoost works by creating a set of decision trees, where each tree tries to correct 

the errors of the previous tree. During the training phase, the algorithm creates a set 
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of weak learners, each of which predicts the output variable. These weak learners 

are then combined to form a final prediction that is more accurate than any 

individual weak learner. XGBoost has become popular due to its high accuracy, 

efficiency, and flexibility. It can handle missing data, imbalanced classes, and can 

work with a variety of data types, including numerical, categorical, and text data. It 

also provides built-in regularization techniques to prevent overfitting and improve 

generalization. 

XGBoost has been used in various domains, including finance, healthcare, and 

online advertising, where it has achieved state-of-the-art results in many benchmark 

datasets. 

 

3.3.6 Gradient Boost [44] 

Gradient Boosting is a ml approach that may be utilised for classification as well as 

regression. An ensemble approach which brings together several weak approaches 

to form a powerful prediction. 

The basic idea behind gradient boosting is to sequentially add new models to the 

ensemble, with each model trained to correct the errors of the previous models. The 

algorithm works by first fitting an initial model to the data, and then iteratively 

fitting new models to the residuals of the previous models. 

At each iteration, the algorithm determines the direction in which the new model 

should be fitted, by calculating the negative gradient of a loss function. The loss 

function measures the difference between the predicted values and the actual values 

of the target variable, and the negative gradient points in the direction of steepest 

descent of the loss function. 

The fresh approach is then taught to forecast the residuals of the prior models, 

which are the discrepancies among the target variable's actual and predicted values. 
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The new model's predictions are added to the prior models' predictions, and the 

procedure is continued until a halting requirement, such as a maximum number of 

iterations or a minimum improvement in the loss function, is reached. 

Gradient boosting has been shown to be highly effective in a wide range of 

applications, including prediction, classification, and feature selection. However, it 

is extremely costly and requires cautious parameter tweaking to avoid overfitting. 

 

3.3.7 K-Nearest Neighbors [45] 

KNN is a supervised ml algorithm applied for both the classification and regression 

tasks. It is a non-parametric method, indicating that it makes no presumptions 

regarding data dispersion. 

 

The KNN algorithm predicts the class or value of a data point by locating its K 

closest neighbours and uses most of the category or median value of those 

neighbouring to forecast the category or values of any given data. The nearest 

neighbour distance metric might be Euclidean, Manhattan, or any other distance 

metric. 

 

One important hyperparameter of the KNN algorithm is the value of K, which 

determines the number of nearest neighbors to consider. A larger value of K makes 

the algorithm more robust to noise but can result in lower accuracy, while a smaller 

value of K can result in higher accuracy but can be more sensitive to noise. 

 

3.3.8 Multi-Layered Perceptron [46] 

A Multi-Layer Perceptron (MLP) is a type of artificial neural network (ANN) that 

consists of multiple layers of interconnected nodes, also known as neurons. Each 
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neuron gets input from the layer prior to it, computes it, and outputs an outcome 

that is transmitted on to the next layer. 

The input layer of an MLP consists of the input data, while the output layer 

produces the final output of the network. The layers between the input and output 

layers are known as hidden layers, and they perform intermediate computations on 

the input data to transform it into a useful output. Each neuron in an MLP is 

typically represented by a mathematical function called an activation function, 

which is applied to the weighted sum of its inputs to produce its output. The weights 

are learned through a process called backpropagation, which involves iteratively 

adjusting the weights based on the error between the network's predicted output and 

the true output. 

MLPs are widely utilised in ml for a wide range of tasks including regression, 

classification, and finding patterns. They've been used effectively in a variety of 

fields, including image and audio recognition, processing natural languages, and 

prediction of finances. 

 

3.3.9 Support Vector Classifier [47] 

Support Vector Classifier (SVC) is a type of supervised learning algorithm that 

belongs to the family of Support Vector Machines (SVMs). The goal of SVC is to 

find a hyperplane in a high-dimensional space that maximally separates the 

different classes of the data. 

The hyperplane is determined by a subset of the training data points, called support 

vectors, which lie closest to the hyperplane. The support vectors define the optimal 

margin, which is the distance between the hyperplane and the closest points from 

each class. The ideal margin is selected so that it improves class separation while 

decreasing classification error. 
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SVC can handle both linearly separable and non-linearly separable datasets. For 

non-linearly separable datasets, SVC employs a method known as the kernel trick, 

which translates what is provided to a greater-dimensional environment where the 

classes may be separated by a linear hyperplane. 

SVC is widely used in various applications such as image classification, text 

classification, and bioinformatics. One of the main advantages of SVC is its ability 

to handle high-dimensional data with a small number of samples. However, SVC 

can be sensitive to the choice of kernel function and its parameters, which may 

require some tuning. 

 

3.3.10 Ada Boosting [48] 

AdaBoost, is "Adaptive Boosting", is a ml method which blends numerous "weak" 

learner to build a "strong" learner. The technique works by training a series of weak 

ones repeatedly, with each new one emphasising the incorrectly classified cases 

from the prior stage. A graded mixture of these weak models yields the final 

"strong" classifier. 

The basic idea behind AdaBoost is that, by combining many weak classifiers, the 

resulting "strong" classifier will be better than any of the individual weak 

classifiers. Each weak classifier is typically a simple decision tree or a linear model, 

and the weights assigned to each classifier are determined by their classification 

accuracy on the training data. 

One of the advantages of AdaBoost is that it is a versatile algorithm that can be 

used with a wide variety of ml models. It has been shown to be particularly effective 

for tasks such as face detection, text classification, and speech recognition. 

One of AdaBoost's drawbacks is that it is susceptible to noisy data as well as 

outliers. Furthermore, it can be computationally costly as each iteration requires 
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training a new weak model on the full training set. Finally, it is important to note 

that AdaBoost is not a silver bullet, and there may be cases where other algorithms, 

such as Random Forests or Neural Networks, perform better.  

 

3.3.11 Stochastic Gradient Descent [49] 

Stochastic Gradient Descent (SGD) is a machine learning optimisation approach 

that is widely used to minimise the cost function associated with a model. It is a 

version of Gradient Descent, which is an iterative technique that updates the model 

parameters in the direction of the cost function's negative gradient in order to attain 

a local minimum. 

The difference between Gradient Descent and Stochastic Gradient Descent is that, 

in SGD, the parameters are updated using a single randomly selected example (or 

a small batch of examples) from the training set instead of using the entire training 

set to compute the gradient. This makes SGD more computationally efficient and 

allows it to converge faster than Gradient Descent, especially for large datasets. 

However, SGD can be more noisy and can have more variance in the direction of 

the update since it only uses a subset of the data. To address this issue, a momentum 

term is often added to the update rule to smooth out the updates over time and make 

the convergence more stable. 

Overall, SGD is a powerful optimization algorithm that is widely used in deep 

learning for training neural networks. It is efficient, scalable, and can handle large 

datasets with high-dimensional features. 

 

3.4 Hyper Parameter Tunning [50] 

Hyperparameter tuning is the process of selecting the optimal hyperparameters for 

a machine learning model. Hyperparameters are values set prior to training a model 
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that affect the model's learning process and ultimately, its performance. 

Hyperparameter tuning involves searching for the optimal hyperparameters by 

testing different combinations of values and evaluating the model's performance on 

a validation set. 

 

3.5 Performance Metrics [51,52] 

Performance metrics play a crucial role in evaluating the effectiveness of Machine 

Learning (ML) models. They are used to assess the accuracy and reliability of a 

model's predictions. We have used some of performance metrics including 

accuracy, precision, recall, F1 score, ROC curve, and AUC. Accuracy measures the 

percentage of correctly classified instances in a dataset, while precision measures 

the percentage of true positives among all the predicted positives. Recall measures 

the percentage of true positives among all the actual positives, and the F1 score is 

the harmonic mean of precision and recall, providing a balanced measure of the 

two. ROC curve and AUC are used to evaluate the performance of classification 

models. The ROC curve plots the true positive rate against the false positive rate at 

different classification thresholds, while AUC measures the overall performance of 

the classifier, with higher AUC indicating better performance. By utilizing these 

performance metrics, ML practitioners can better evaluate and compare the 

performance of different models and select the most appropriate one for their 

specific use case. 

 

3.6 Proposed Model 

Ensemble learning is a powerful technique in machine learning that involves 

combining multiple models to achieve better predictive accuracy than any single 

model can achieve on its own [7, 8, 9]. It's a popular approach because it can reduce 
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the risk of misclassifying instances and improve the overall accuracy of the 

classification process. 

The idea behind ensemble learning is that multiple models can provide more 

accurate predictions when they work together. Just like how a sports team is 

stronger when it's composed of skilled players with different strengths and 

weaknesses, an ensemble of models can be more accurate because it combines the 

strengths of multiple models to reduce errors and biases. 

There are several techniques for building ensembles, including stacking, boosting, 

voting, and bagging. We have used stacking in this project. The idea behind 

stacking is to use multiple base learners to generate predictions, and then use a meta 

learner to learn how to combine those predictions.  

The process of building a stacking model involves several steps. First, we split the 

data into training and testing sets. Then, we train multiple base models on the 

training set and use them to generate predictions for the test set. We can then use 

those predictions as features to train the meta learner. 

 Finally, we test the stacking model on a holdout set. Stacking has obvious 

advantages. We can lower the risk of misclassification and enhance overall model 

accuracy by integrating the predictions of numerous models. This is particularly 

effective when the base models have different strengths, weaknesses, or 

assumptions about the data. The Algorithm of our proposed model is shown, table 

2 shows the symbols used in algorithm 1. Figure 2 shows the proposed stack 

ensemble model. 
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Algorithm 1: Proposed Stack ensemble model 

Input: W = {w1, w2, w3 ... wn} where w is the feature of the dataset 

Output: 0 or 1                                                                     //non-diabetic or diabetic 

 

Phase 1: Data pre-processing 

X = removeoutliers(W)                               // removeoutliers() is to remove outliers 

Y = removenull(X)                                                // removenull() is to fill null values 

Z = normalize(Y)                                       // normalize() is to normalize the columns 

 

Phase 2: Training the model 

A = the 80% dataset for training, A ∈ Z           //A is for training dataset 

B = the 20% dataset for testing, B ∈ Z            //B is for testing dataset 

 

Models = {M1, M2, M3 ... Mn}                   //the set of different Machine Learning  

models with hyper parameter tuning  

for i = 1 to n do. 

Begin. 

Models(i).fit(A)                    //training the Model on A with K fold cross validation 

Next i 

End 

 

C = selectmodel()          //selectmodel() is to select the top  

5 ML models based on accuracy 

 

for i = 1 to 5 do. 

Begin 

S = stacking(C, A)          //stacking() is to stack ensemble selected models  

with training(A) dataset 

Next i. 
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L = meta learner 

F = S ∪ L.                                       //stacking S with the L (meta learner) 

End. 

 

Phase 3: Testing the model 

F.predicts(B)                                 //testing the stack ensemble model  

with B(testing dataset) 

Result: F classifies B 

  

 

Table 3: Algorithm 1 Symbol description 

 

Serial Number Symbols Meaning 

1 W Dataset 

2 X, Y, Z Pre-processing variables 

3 A Training dataset 

4 B Testing dataset 

5 M Machine learning models 

6 C Selecting model Variable 

7 S Stacking 

8 L Meta learner 
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9 i Iterator variable 

10 F Final model 

 

 

 

 

Figure 2: The proposed stack ensemble model for Diabetes prediction 
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CHAPTER-4 EXPERIMENTS & RESULT ANALYSIS 

 

During this segment, we delved into a comprehensive assessment and analysis of 

the outcomes obtained from our proposed model. We made use of several 

performance metrics to gauge the efficiency of the algorithms utilized. 

Additionally, we contrasted the performance of our model with other established 

models, taking into account accuracy, precision, specificity, sensitivity, F1 Score, 

and AUC-ROC curve. It was also vital to examine the suggested model concerning 

other algorithms described in the literature review. 

 

4.1 Model selection 

Choosing the right model can be a challenging task, especially when you have to 

consider various factors such as data size, complexity, and performance. To make 

sure we chose the best model, we put a lot of effort into creating numerous baseline 

models which are gradient boosting classifier, decision tree classifier, multi-layer 

perceptron classifier, stochastic gradient descent, logistic regression, linear 

discriminant analysis, k-nearest neighbors, gaussian naive bayes, support vector 

machine,  extra trees classifier, light gradient boosting machine, XGBoost, random 

forest classifier and Adaboost classifier, And evaluating their accuracies using 

cross-validation with 10-fold cross validation. 

We finally picked the models with the highest accuracy rates, and the results are 

showcased in table 4. The process was not an easy one, but we believe that we made 

the best decision possible.  
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Table 4: Accuracy of models to be chosen for stacking 

 

S. No. Algorithm Accuracy 

1. XGB_2000 95.63% 

2. XGB_500 94.84% 

3. XGB_1000 95.23% 

4. DTC 95.50% 

5. LGBMC 95.52% 

6. RF_ENT100 95.90% 

7. RF_GINI100 95.90% 

8. ET100 96.03% 

9. ET500 96.03% 

10. ET1000 95.90% 

11. LR_L2 89.95% 

12. LDA 88.63% 

13. KNN7 82.16% 

14. KNN5 81.90% 

15. KNN9 82.17% 

16. KNN11 80.97% 

17. LGBMC 95.50% 

18. SVM LINEAR 89.03% 

19. SVM RBF 90.88% 

20. AB 89.03% 

21. MLP 91.14% 

22. SGD3000 79.92% 

 

To implement the stack ensemble method, we have carefully chosen different meta 

learner classifiers from our base learners, namely the Extra Tree Classifier, 
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XGBoost, and Random Forest. These three classifiers have been optimized with 

distinct hyper parameter tunning than base learners to ensure a well-rounded 

ensemble. After thorough testing and evaluation, we have computed the accuracies 

of our stack ensemble method with each of these meta learner and have presented 

the detailed results in Table 5. 

 

Table 5: Accuracy with different Meta learners 

Level 1 Meta Learner Accuracy 

Random Forest 

Extra Tree Classifier  

Decision Tree 

XGBoost 

LightGBM 

XGBoost 97.01% 

Extra Tree Classifier  97.70% 

Random Forest 96.58% 

 

4.2 Results of Stack Ensemble model and it’s comparison  

The process of building a model can be quite challenging, but the satisfaction of 

seeing it produce accurate results can be quite rewarding. We built a model and 

were excited to find that it had an accuracy rate of 97.70%. This was a great 

achievement for us, but we knew that we needed to compare our model's 

performance with others to fully understand its effectiveness. 

To do this, we used various performance measures like Precision, ROC-AUC, 

Sensitivity, Specificity, F1 Score, and Log Loss, which all provided valuable 
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insights into the model's performance. For instance, our Precision score was 

94.48%, indicating that the model was precise in its predictions. Similarly, our 

ROC-AUC score was 96.76%, which meant that the model's ability to distinguish 

between positive and negative classes was high. 

We also found that our model's Sensitivity score was 93.48%, indicating that it was 

effective in identifying positive cases, and its Specificity score was 98.07%, 

meaning that it was good at identifying negative cases. finally, the F1 Score, which 

considers both precision and recall, was also impressive, at 93.45%.  

To gain a better understanding of our model's effectiveness, we compared its 

performance with other models that were used in the same context. We presented 

our results in Table 6, which showed the values of the various performance 

measures for each model. 

 

Table 6: Machine learning algorithms and their accuracies compared with our 

model 

Model Accuracy Precision ROC-

AUC 

Sensitivity Specificity F1 

Score 

Proposed 

Approach 

97.70% 94.48% 96.76% 93.48% 98.07% 93.45% 

Extra Tree 95.78% 92.45% 94.77% 92.45% 97.08% 92.45% 

Random 

Forest 

95.26% 92.31% 93.82% 90.57% 97.08% 91.43% 

XGBoost  94.73% 89.09% 94.04% 92.45% 95.62% 90.74% 

Light 

Gradient 

Boosting 

94.21% 88.89% 93.09% 90.57% 95.62% 89.72% 
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Support 

Vector 

87.37% 87.18% 80.25% 64.15% 96.35% 73.91% 

Decision 

Tree 

93.68% 85.96% 93.31% 92.45% 94.16% 89.09% 

Gradient 

Boosting 

92.63% 85.45% 91.42% 88.68% 94.16% 87.04% 

Multilayer 

Perceptron 

92.63% 84.21% 92.00% 90.57% 93.43% 87.27% 

Adaboost 88.42% 82.98% 83.87% 73.58% 94.16% 78.00% 

Stochastic 

GD 

86.32% 72.13% 85.31% 83.02% 87.59% 77.19% 

K-Nearest 

Neighbor 

74.21% 56.67% 61.29% 32.08% 90.51% 40.96% 

 

When it comes to analyzing data models, visualization tools like graphs can be quite 

handy. In this case, we've plotted the accuracies of all the models, including the 

stack ensemble model, in graph 10 and F1 score in graph 11. But, that's not all, to 

delve deeper into the insights, we've also created graph 12 where we've plotted 

sensitivity & specificity. This graph shows us how the models performed in 

correctly identifying positive and negative outcomes. Similarly, in graph 13, we've 

plotted ROC-AUC & Precision, which gives us a better understanding of how well 

the models perform in classifying true positives and true negatives.  
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Graph 10: Comparison of accuracy of proposed stack ensemble model with 

existing ML models 

 

 

Graph 11: Comparison of F1 Score of proposed stack ensemble model with 

existing ML models 
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Graph 12: Comparison of sensitivity and specificity of proposed stack ensemble 

model with different ML models 
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Graph 13: Comparison of ROC-AUC and Precision of proposed stack ensemble 

model with different ML models 

 

The AUC-ROC curves and Precision-Recall curve for the stack ensemble model 

are represented in graphs 14 and 15. These graphs offer a visual representation of 

how the stack ensemble model performed in comparison to other top-performing 

models. 
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Graph 14: AUC-ROC curves of stack ensemble model and top performing models 

 

Graph 15: Precision-Recall curve of stack ensemble model and top performing 

models 
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After spending countless hours spending over research papers and fine-tuning our 

algorithm, we were finally ready to compare our results with those of our peers. We 

presented our findings in Graph 16 and juxtaposed them against the approaches 

covered in Table 1. And just as we had hoped, Graph 16 clearly showed that our 

model was the best performer among all the approaches we had studied. 

 

 

Graph 16: Comparison of results of our approach with others approaches covered 

in Table 1. 
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CHAPTER-5 CONCLUSIONS 

 

5.1 Conclusions  

 

Diabetes prediction at an early stage is very important as it can lead to various 

health conditions if left undetected. The proposed framework is used to predict 

whether a person is diabetic or not taking various features into account. The dataset 

is picked from Kaggle, diabetes 2019 dataset, and data pre-processing done first. 

Then various classification algorithms are applied and their accuracy is compared. 

Extra forest classifiers gave the best accuracy of 95.78% among them. Later an 

stack ensemble model is proposed and is built using extra tree classifier, random 

forest, decision tree, XGBoost, LightGBM as base learners and extra tree classifier 

as the meta learner. The proposed model outperformed all the existing models and 

gave an accuracy of 97.70%. The proposed model also performed better than the 

existing state-of-art literature. Precision, Sensitivity, Specificity, AUC-Roc curve, 

F1 score are also taken into account to compare the proposed model with already 

existing models and our model performed best among the existing ones. 

 

5.2 Future Scope  

 

• The model can be improved by collecting information from nearby hospitals 

and building our own dataset which would result in a more optimised model. 

• At present, we have utilized two-class stacking, but we can enhance the 

model's performance by using multiclass stacking. Furthermore, we can 

enhance accuracy by working with datasets of varying dimensions and 

incorporating diverse models with distinct hyper parameters. 

• Along with k fold validation technique while implementing ensembling, 

blending technique can also be applied which might lead to more improved 

results. 
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• After achieving significant accuracy, a website can be built for early 

prediction of diabetes. This would involve a person putting different input 

like his age, amount of physical activity, regular medicine, if he smokes or 

drink and other features. The trained model would therefore predict whether 

a person is diabetic or not. 

 

5.3 Applications Contributions 

 

We proposed a Stacking based Ensemble Learning model which increases classifier 

diversity. A stacking approach is employed to determine the optimal way of 

combining the predictions of multiple machine learning algorithms. The base 

learner utilized include Random Forest, XGBoost, LightGBM, decision tree, and 

extra tree classifier, which are subsequently fed into the meta learner. The resulting 

model gave an accuracy of 97.70% which outperformed all the existing 

conventional models and even ensemble models. 

We have used a better dataset than the mostly used i.e., PIMA dataset as our dataset 

is more reliable, contains more attributes, and is larger. 

Also, to determine the optimal parameter for machine learning model training, a 

technique of Hyper Parameter Tuning is implemented. 

The stacked ensemble model is compared with existing ML models on the basis of 

AUC-ROC, Precision, F1 score, precision, Specificity sensitivity, MCC & 

Accuracy and also compared with the literature covered. 
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