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ABSTRACT 

 

With production and utilization of resources and other general stuff, wasteful and other 

unneeded by products are bound to be generated. In India, especially the problem revolving 

around proper waste management sticks out like a sore thumb. When moving out of Delhi, 

the National Capital, the famous landfills, which are essentially massive mounds of waste 

and garbage cannot be missed. Not only in India, but rather globally landfills, ocean waste 

and debris, waste accumulation and improper waste disposal and management has become 

a severe problem.  

 

Although the waste production is a problem that we may not be able to tackle with the 

current level of technology, we definitely can focus and improve the existing infrastructure 

around waste disposal and management. The unawareness regarding the same is alarming, 

even the lack of segregating and separating waste into the defined categories, at personal 

and household-level is obviously of the major component of this nuisance. 

 

For that purpose, we aim to target the problem at the root and present a working solution 

towards proper segregation of waste before its disposal and subsequent management. 

Therefore, we propose a project that aims to assist the users in segregating and separating 

their waste produce in the most convenient way possible. The project proposes to leverage 

the techniques of Machine learning and Deep Learning through TensorFlow and Keras 

Convolutional Neural Networks Architecture to analyze the user input and then segregating 

the waste produce into its different categories. The software thus developed can be 

deployed using multiple hardware devices, depending on the ease of use and user 

experience and ubiquity.  
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CHAPTER 1: INTRODUCTION 

1.1 Introduction  

Humans are widely regarded as the most intelligent species on the planet since 

the early ages when men resided in caves. Since then, humans have been 

excellent at adapting to their environment and creating new things that will aid 

our survival, be it the first flintstone spear used for hunting or the life-saving 

drugs that are being used in medical treatments.  However, the process of 

creation not only gives us our required item but also some unneeded byproducts, 

that end up being the waste. Not only this but, after utilization most of the 

products end up becoming waste as well. Our current technology is neither 

advanced nor refined enough such that the production and consumption process 

do not result in any waste production, thus there is not much we can do about 

the waste production with the ever-growing population, especially with global 

scale urbanization underway.  

 

Since not much can be done with regards to the production, waste management 

is the most crucial component to solve this problem. In the past years, issues 

revolving around liquid and gaseous waste did come into to limelight due to 

increased pollution and harm to ecosystem. Feasible solutions were then created 

and implemented but due to this there was a severe lack of attention to solid 

waste management, which has now raised its head and ends up being on top of 

the list of waste management and disposal nuisances. 

 

According to the World Health Organization, waste management starts from 

generation to collection, treatment and finally disposal. According to the United 

Nation Economic and Social Commission for Asia and Pacific, waste disposal 

guidelines are based on the source and type of material waste is made from. 

Thus, identifying the components and material of waste becomes the key to for 

proper waste management and disposal.  
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The proposed model is meant for industrial implementation so as to assist in 

segregating and separating the waste produce in the most convenient way 

possible. The project proposes to leverage the techniques of Machine learning 

and Deep Learning through TensorFlow and Keras modules in combination 

with CNN Infrastructure to analyze the input and then segregating the waste 

produce into its different categories. The project follows an both approaches of 

a comparative study between the different models which later assisted in the 

ensemble modelling app-roach used for the final outcome/output. 

 

1.2  Problem Statement  

Over the past decade, a lot of focus has been on reducing the pollution, 

especially air and water pollution. In efforts for reducing these two, many 

measures were implemented that ended up being advantageous to liquid and 

gaseous waste management as well. But due this excess of limelight on these 

two aspects, solid waste management and disposal was severely neglected. This 

not only led to improper solid waste management but also a lack of awareness 

regarding the same among the masses. This issue has now become a global 

nuisance and immediate measures for the same have become a dire need.  

 

Marine litter and ocean debris in the Pacific Ocean, has been coined as the Great 

Pacific Garbage Patch. It actually is two distinct collections of debris in the 

North Pacific Ocean. At least about 14 million tons of plastic waste ends up in 

ocean every year due to improper disposal and ocean dumping. 

 

In India as well the problem revolving around proper waste management sticks 

out like a sore thumb. When moving out of Delhi, the National Capital, the 

famous landfills, which are essentially massive mounds of waste and garbage 

cannot be missed. More than 150 acres of land around the National Capital 

Region has been dedicated to these landfills and even then, the city can’t seem 

to be able to deal with its waste management and disposal problems. The 
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Municipal Corporation estimates these landfills to have about 28 million tons 

of solid waste piled up over the years.  

 

Improper waste disposal and management, including landfills, ocean waste and 

debris, and waste accumulation, has become a significant problem not only in 

India but also globally. The issue of waste mismanagement has resulted in 

severe environmental challenges, with landfills and oceans being overwhelmed 

with waste, leading to pollution and ecological damage. This problem requires 

urgent attention and proper waste management practices to mitigate its 

detrimental impact on the environment and human health worldwide. 

 

This issue becomes an even bigger problem when the guidelines already in 

place are not followed as well. The unawareness regarding the same is alarming. 

People do not know about the categories of solid waste and the instructions to 

be followed while managing and disposing it. Even the lack of segregating and 

separating waste into the defined categories, so that the disposal is not further 

complicated is obviously of the major component of this nuisance. 

 

1.3 Objectives  

Awareness regarding solid waste management in India is very less and with the 

largest population in the world, this will be a major problem in the near future.  

The primary objective of the proposed project is to provide the user/facility 

where the project has been deployed with classification of the input data i.e., 

waste sample, and instructions for its proper disposal and management. As 

opposed to the currently existing infrastructure that heavily depends on human 

intervention, our project aims to reduce the manual work that goes into 

segregation of waste by employing machine learning and deep learning 

technique through CNN architecture. The initial focus will be on identifying 

and classifying the waste items into different categories one item at a time and 

then train and test the model. In order to further develop the project, 
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classification of items into further subcategories and their disposal instructions 

can be given. 

 

1.4 Methodology  

The data set is picked from GitHub repository(WasteImagesDataset) [1] which 

was gathered by cardstdani for research, non-commercial use only. This is a set 

of merged datasets that contains 5000+ images of waste images that can be used 

in classification and segmentation problems. The dataset is divided into 9 

classes: ‘Aluminum', 'Carton', 'Glass', 'Organic Waste', 'Other Plastics', 'Paper 

and Cardboard', 'Plastic', 'Textiles', 'Wood' 

 

Data pre-processing is done as it is the foremost thing to achieve better results. 

Null values are removed from different columns and replaced with the mean or 

mode of that column. Some null values are also dropped. Outliers are removed. 

Some columns are normalised and data binning is done on some columns. A 

method of organising several more or less continuous values into fewer "bins" 

is called binning. The correlation between different columns is found and 

information is gathered on how one column is related to another.  

 

We split our data into two datasets (train and test). Each of them is only used in 

the corresponding phase of the project (training and evaluation of the model). 

This operation is critical to make the model capable of generalizing from the 

provided data to any input that the user will use in production. The usual 

splitting rates are 70/30, 80/20, and 90/10 for training and testing, respectively. 

 

After this, we implement eight different Deep CNN models are implemented 

on the dataset, considering different attributes to build a model that helps in 

accurate classification of the sample input.  

The models are compared using different performance parameters like 

accuracy, precision, recall and f1-score. To enhance the accuracy of the model, 
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stacking ensemble technique is applied. Stacking is an ensemble technique that 

teaches the model to integrate predictions made by learner models with 

predictions made by meta-models to create a final model with accurate 

predictions. The fundamental advantage of stacking ensembles is that they can 

protect a variety of effective models' abilities to address classification and 

regression issues. 

 

Multi-Class Stack Ensembling is applied. The top three performing models, 

ResNet50, EfficientNetSmall and EfficientNetLarge are ensembled by taking 

the Mode of their output classes. The ensemble model created has an accuracy 

of 99.34%. 

 

1.5 Organization  

There are 5 chapters in this project report. The First Chapter introduces the main 

issue and describes the problem in its entirety, provides a brief overview of our 

proposed model and suggest techniques that can be employed for further study 

and implementation. The literature survey and review that has key for us to 

determine our approach has been presented in Chapter 2. Chapter 3 consists of 

the dataset description, data preprocessing and details of the proposed model 

framework. Software design methodologies, tools and models employed, 

system and software requirements and schedules have been covered under 

Chapter 4. The Final Chapter of the report summarizes the project evaluation, 

advantages and future scope.  
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CHAPTER 2: LITERATURE SURVEY 

 

Huynh et al. [2] detailed the accuracy and effectiveness of the different CNN 

models like the VGG, ResNet and EfficientNet to tackle the issue of waste 

categorization. They followed a comparative approach and later created an 

ensemble model that achieved the accuracy of 94.11% 

 

In [3], the authors have analyzed and compared the currently existing research 

studies presented around the world that deal with classification of garbage using 

image processing. They have followed a comparative approach while listing out 

all the drawbacks faced by the already existing systems and algorithms. 

 

The authors of [4] have applied CNN to deal with the classification of plastic 

waste They have proposed a system for classifying the waste into four classes: 

polyethylene terephthalate, high-density polyethylene, polypropylene and 

polystyrene. They achieved 91.72% and 96.41% accuracy in 15-layer and 23-

layer model used by them. 

 

Adedeji et al. [5] proposed a 50-layer ResNet pre-trained CNN model and SVM 

to classify the waste based on the materials like glass, metal, paper, plastic, etc. 

They tested the model the on the trash image dataset which was developed by 

Gary Thung and Mindy Yang and were able to achieve an accuracy of 87%. 

 

The authors of [6] have used the computer vision approach to classify the 

garbage images into six classes: glass, paper, metal, plastic, cardboard, and 

trash. The models used are SVM with SIFT and CNN. 

 

In [7], the authors have proposed a method of combining LBP and CNN. This 

model gets aims to get rid of the disadvantages of poor stability of CNN grey-
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scale and identify the trained network more effectively, achieving an accuracy 

of 96.6%. 

 

Krizhevsky et al. [8] trained a large, deep CNN to classify 1.2 million high-

resolution images into 1000 different classes at the ImageNet LSVRC 2010 

contest. To reduce overfitting in the connected layers, dropout regularization 

method was used. 

 

In [9], a smartphone application was developed as a trash tracking and reporting 

tool for citizens to coarsely segment and identify garbage in their 

neighborhoods using images. The authors of the application used a dataset 

obtained from Bing Image Search and trained their network using patches 

extracted from the images. To improve generalization, a pre-trained AlexNet 

model was utilized, resulting in a mean accuracy of 87.69%. The authors made 

effective use of the pre-trained model to enhance the performance of their 

application. 

 

Liu et al. [10] used the Flickr Materials Database for an image-based material 

classification project. Features including SIFT, color, micro texture, and outline 

shape were utilized within a Bayesian computational framework to attempt 

classifying images based on material classes. 

 

A similar project can be seen in [11], where during the 2016 TechCrunch 

Disrupt Hackathon, a team developed "AutoTrash", a smart trash can that uses 

a Raspberry Pi powered module and camera to automatically sort between 

compost and recycling. The project utilized Google's TensorFlow framework 

and incorporated hardware components. However, its limitation is that 

AutoTrash focuses solely on classifying items as either compost or recycling. 
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He et al. [12] introduce Parametric Rectified Linear Units (PReLU) for image 

classification, improving model fitting with minimal computational cost and 

overfitting risk. It also proposes a robust initialization method for training 

extremely deep rectified models from scratch. The approach achieves a top-5 

test error of 4.94% on ImageNet 2012, surpassing human-level performance 

and outperforming GoogLeNet by 26%. 

 

In [13], the Malik et al. present an algorithm for partitioning grayscale images 

into disjoint regions based on coherent brightness and texture. Contour and 

texture cues are combined using a gating operator, and a spectral graph theoretic 

framework is used to find partitions of the image into regions with similar 

texture and brightness. The approach is evaluated on various images, and 

experimental results are shown. 

 

In [14], a novel training criterion for deep neural networks is introduced that 

aims to minimize classification error while maximizing the interval between 

minimum and maximum errors. The approach combines cross-entropy and 

M3CE methods after analyzing their effectiveness. The proposed criterion, M3 

CE-CEc, is tested on standard databases MNIST and CIFAR-10, demonstrating 

improved results compared to cross-entropy alone. Experimental findings 

suggest that M3 CE enhances cross-entropy and serves as an effective 

supplement to the traditional criterion. 

 

In [15], Sakr et al. focus on automating waste sorting using machine learning 

techniques, specifically deep learning with CNN and SVM. The SVM achieved 

higher accuracy (94.8%) compared to CNN (83%), and showed adaptability to 

different waste types. The SVM model was implemented on a Raspberry Pi 3 

and demonstrated quick classification, averaging 0.1 seconds per image. 
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Intelligent Waste Separator (IWS) is introduced in [16]. It uses multimedia 

embedded architecture, Image invariant moments for image analysis and object 

representation, and k-NN as effective lazy-classifiers to deal with the machine 

learning aspect to automatically sort incoming waste into different containers, 

aiming to replace traditional waste management methods. 

 

In [17], the impact of convolutional network depth on image recognition 

accuracy has been studies. Using small 3x3 convolution filters, it was 

discovered that increasing network depth to 16-19 layers improves performance 

beyond prior-art configurations. These models also achieved top results in 

ImageNet Challenge 2014 and generalized well to other datasets. 

 

Aral et al. [18] tested various deep learning models were tested on the Trashnet 

dataset for waste recycling classification. Densenet121, DenseNet169, 

InceptionResnetV2, MobileNet, and Xception architectures were used with 

Adam and Adadelta optimizers. Adam provided better test accuracies, and data 

augmentation was applied to increase accuracy. The best results were achieved 

with DenseNet121 and InceptionResNetV2, both achieving test accuracies of 

95% and 94% respectively. 

 

The authors of [19] propose a hybrid deep-learning system (MHS) that uses a 

high-resolution camera and sensors to automatically sort waste in urban public 

areas. The MHS combines CNN-based image feature extraction with multilayer 

perceptrons (MLP) for classifying recyclable and non-recyclable waste. The 

system achieves over 90% accuracy in classifying waste, outperforming a 

reference CNN-based method that only uses images for classification. 

 

Taigmainet et al. [20] propose a face recognition pipeline that includes 3D face 

modeling for alignment and a deep neural network with over 120 million 

parameters trained on a large facial dataset. The method achieves high accuracy 
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of 97.25% on the LFW dataset, outperforming the current state of the art by 

over 25% and approaching human-level performance in unconstrained 

environments. 

 

In [21], the dense convolutional network (DenseNet) is introduced as a novel 

approach that connects each layer to every other layer in a feed-forward manner, 

unlike traditional convolutional networks. This architecture addresses the 

vanishing-gradient problem, promotes feature propagation and reuse, and 

reduces the number of parameters. DenseNets achieve superior performance on 

challenging object recognition benchmarks (CIFAR-10, CIFAR-100, SVHN, 

and ImageNet) compared to state-of-the-art methods, while also requiring less 

memory and computation. 

 

Few of the research papers studied in-depth for the purpose and benefit of this 

project have been summarized in the table below 

 

Table 1: Literature Review Summarized 

S. 

No. 

Author (s) Approach Datasets Results 

1 Hyunh et 

al. (2020) 

[2] 

CNN like VGG, 

ResNet101, 

EfficientNet-B0 and 

EfficientNet-B1 

Trashnet 

dataset from 

Stanford that 

was developed 

by Gary 

Thung and 

Mindy Yang 

 94.11% with 

Ensemble model  
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2 Flores et al. 

(2019) [3] 

Deep Learning, AI 

sorting Techniques, 

SVM and CNN 

Dataset with 

about 500 

images of 

waste and 

garbage was 

created. 

SVM and CNN 

have achieved the 

highest Accuracy of 

94% 

  

3 Bobulski et 

al. (2019) 

[4] 

CNN, AlexNet 

structure  

PET Waste 

Classification 

Method and 

Plastic Waste 

DataBase - 

WaDaBa 

  

91.72% and 

96.41% accuracy in 

15-layer and 23-

layer model 

4 Adedeji et 

al. (2019) 

[5]  

50-layer pre-trained 

ResNet CNN model 

and SVM 

Trashnet 

dataset from 

Stanford that 

was developed 

by Gary 

Thung and 

Mindy Yang 

87% Accuracy on 

the dataset 

5 Yang et al. 

(2016) [7] 

SVM with SIFT, 

CNN 

Trashnet 

dataset from 

Stanford that 

Accuracy of 63% 

was achieved on the 

SVM with 70:30 

dataset split   
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was developed 

by Gary 

Thung and 

Mindy Yang  

6 Wang et al. 

(2017) [7] 

Local Binary Patterns 

(LBP) with CNN 

ORL 

Database, 

YALE 

Database, 

FERET 

Database   

Accuracy of 96.6% 

was achieved 

7 Krizhevsky 

et al. 

(2012) [8]  

5-layer CNN with 

1000-way SoftMax 

and dropout 

regularization 

ImageNet 

LSVRC-2010 

contest 

Top-5 test error rate 

of 15.3% 

8 Mittal et al. 

(2016) [9] 

Smartphone 

application was 

developed based on a 

pre-trained AlexNet 

Neural Network 

Dataset was 

obtained from 

Bing image 

Search 

Mean accuracy of 

87.69% was 

achieved  

9 Donovan et 

al. (2016) 

[11] 

Auto-trash, a smart 

trash can that 

incorporated a 

Raspberry Pi module 

Dataset of 

TechCrunch 

Could only classify 

trash into two 

categories: 
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functioning on 

Google’s TensorFlow 

framework and a 

camera 

and Disrupt 

Hackathon 

Compost and 

Recycling 

10 Sakr et al. 

(2016) [15] 

SVM and CNN, with 

implementation of the 

SVM model on 

Raspberry Pi3 

module. 

A dataset of 

2000 images, 

were collected 

and artificially 

augmented to 

6000 images 

to avoid 

overfitting the 

training set  

The SVM model 

achieved 94.8% 

accuracy and 

demonstrated quick 

classification, 

averaging at 0.1 

second per image.   

11 Aral et al. 

(2018) [18] 

DenisenseNet169, 

InceptionResnetV2, 

MobileNet, Xception 

models in 

combination with 

Adam and Adadelta 

optimizers were used. 

Trashnet 

dataset from 

Stanford that 

was developed 

by Gary 

Thung and 

Mindy Yang  

DenseNet121 gave 

a test accuracy rate 

of 95% using fine-

tuning. 

InceptionResNetV2 

model using fine-

tuning gave test 

accuracy of 94%. 
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CHAPTER 3: SYSTEM DEVELOPMENT 

3.1 Dataset Description 

The data set is picked from GitHub repository(WasteImagesDataset) which was 

gathered by cardstdani for research, non-commercial use only. This is a set of 

merged datasets that contains 3500+ images of waste images that can be used 

in classification and segmentation problems. The dataset is divided into 9 

classes: ‘Aluminum', 'Carton', 'Glass', 'Organic Waste', 'Other Plastics', 'Paper 

and Cardboard', 'Plastic', 'Textiles', 'Wood'. The collection includes real-world 

images that can be used to accurately identify waste belong to which class and 

is it dry or wet. 

 

Each image in the dataset is a single-object, which is not severely damaged to 

facilitate the recognition and classification process of the models. In other 

words, most of the images are intact as recognition of shredded or charred (too 

damaged) trash is a challenging task for humans let alone machines. 

 

 

Figure 1: Sample Data 
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The first class labeled as “Aluminum” contains 550 images of aluminum and 

metal waste (cans, food packages, utensils, etc.). The second class labeled as 

“Carton” contains 336 images of carton waste (milk cartons, tetra packs, etc.). 

The third class labeled as “Glass” contains 550 images of glass waste (glass 

bottles, jars, water glass, etc.). The fourth class labeled as “Organic Waste” 

contains 210 images of organic waste. 

 

Table 2: Breakdown of the Dataset 

Serial 

Number  

 Class Images 

Count 

Images Example 

1  Aluminium 550 cans, food 

packages, utensils, 

etc 

2  Carton 336 milk cartons, tetra 

packs, etc 

3  Glass 550 glass bottles, jars, 

water glass, etc 
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4  Organic Waste 210 Kitchen Waste, 

Fruits, 

Vegetables, etc 

5  Other plastic 340 Thermosetting 

plastic, bucket, 

high quality 

bottles 

6  Paper and Cardboard 550 Newspaper, Scrap 

Paper, Cardboard 

7  Plastic 493 Straws, 

Thermoplastic, etc 

8  Textiles  335 Clothes, Curtains, 

Bedcovers, 

Mattresses 

9  Wood 347 Chairs, Tables, 

Broken Furniture 
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These classes scan be further categorized into two class Dry (Organic Waste) 

and Wet (All other classes except Organic waste) 

 

3.2 Data Preprocessing and Data Visualization 

We split the original dataset into two new datasets, one for training the model 

and other for testing. Each of them will only be used in their corresponding 

phase of the project training and later evaluation of the model. This operation 

is critical to make the model capable of generalizing from the provided data to 

any input that the user will use in production. The usual splitting rates are 70:30, 

80:20, and 90:10 for training and testing, respectively. 

We have used the Keras API of the TensorFlow library to preprocess the dataset 

located into a folder by resizing all the images to a standard dimension of 

256x256 and setting a batch size of 128, meaning that in the training process, 

the data will pass through the network in chunks of 128 images. 

we store the number of classes in a variable extracting it from the train dataset 

object (9 classes in this case) and use tf.data.AUTOTUNE to optimize the 

performance of both training and testing dataset objects. 

 

 

Graph 1: Waste Type and Count 
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Graph 2: Pie chart of dataset description 

  

 

3.3 Brief Description of CNN Techniques 

In this section, we have discussed the principle behind CNN and the various 

classification architectures that are employed for the proposed model. Before 

the final ensemble of top performing models, other Classifier models were 

attempted. On the training data set, 8 distinct classifiers were trained. Following 

the first training, three models were chosen based on their accuracy measure. 

 

A CNN is a type of deep learning neural network that comprises of node layers, 

categorized as an input layer, one or more hidden layers, and a final output 

layer. Each of these nodes is connected to one another and have associated 

weights and threshold values. Once the output exceeds this threshold value, the 

node is activated, sending the data to the next layer.  
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The CNN have three main types of layers: 

 Convolutional layer 

The convolutional layer is the core of any CNN. Most of the 

computations occur here and require input data, a filter, and a feature 

map. The movement and computation of a kernel across the receptive 

field of the image is known as convolution. Post-convolution, an 

activation function, usually ReLU, is applied to the feature map so as to 

introduce nonlinearity into the model and counter the problem of 

vanishing gradient. 

 

 Pooling Layer 

Pooling layers, also known as downsampling, is responsible for the 

dimensionality reduction by reducing the number of parameters of the 

input. Likewise, to the convolution layer, pooling operation also passes 

a kernel over the entire input. This kernel implements an aggregation 

function on the values within the receptive fields, populating the output 

array. There are two main types of pooling- Max pooling (maximum 

value in the receptive field is sent to the output array) and Average 

pooling (average value within the receptive field is sent to the output 

array). 

 

 Fully Connected layer 

In a fully connected layer, each node in the output layer is directly 

connected to a node in the previous layer. This layer is responsible for 

classification based on the features extracted from the previous layers 

and their filters/kernels. This layer usually utilizes softmax as its 

activation function. 
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Figure 2: CNN Architecture Overview  

 

3.3.1 Inception [22] 

An Inception network is a deep neural network (DNN) employing recurring 

modules known as inception modules. In this DNN, output of one block is 

used as the input for the next block. The DNN consists of a 1X1 convolution 

layer, 3X3 convolution layer, 5X5 convolution layer, a max-pooling layer 

and finally a concatenation layer that combines the features extracted by the 

inception blocks. 

 

 

Figure 3: Inception Architecture  
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3.3.2 Xception [23] 

The Xception network is a DNN also known as “extreme inception” that 

goes beyond the limitations of Inception. The DNN follows an approach 

that resembles depth-wise separable convolution. Xception first applies the 

filters to each depth map, and then applies 1X1 convolution over the depth 

to compress the input space. 

 

Another distinction between Inception and Xception is the existence of non-

linearity following the initial procedure. In the Inception model, a ReLU 

non-linearity follows both processes, whereas Xception does not add any 

non-linearity. 

 

Figure 4: Xception Architecture 
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3.3.3 VGG16 [24] 

The VGGNet is a CNN that supports 16 layers. The convolution layers 

leverage minimum perceptive fields, followed by linear transformation and 

ReLU (Rectified Linear Unit) units. Few convolution layers are followed 

by a pooling layer that reduces the height and width. The hidden layers 

leverage ReLU and the network only consists of three fully connected 

layers. 

 

The first and second layers use the most recent feature vector as input and 

have a channel size of 4096. The third layer creates 1000 channels for 1000 

classes. In other words, the third fully connected layer is used to implement 

the SoftMax function to categorize 1000 classes. Every hidden layer uses 

ReLU as its activation function. This encourages speedier learning and 

decreases the possibility of vanishing gradient problems; hence it is more 

computationally efficient. 

 

Figure 5: VGG Architecture 
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3.3.4 MobileNetV3 [25] 

MobileNetV3 is a CNN that has been optimized for mobile phone CPUs. 

This optimization was achieved through a combination of hardware-aware 

network architecture search (NAS), NetAdapt algorithm for network search, 

and innovative network improvements. The architecture includes two 

models, MobileNetV3Small and MobileNetV3Large, which are designed 

for small and large resource use cases, respectively. These adjustments 

make MobileNetV3 efficient and effective for running on mobile devices, 

enabling tasks such as image recognition and object detection with 

optimized performance. 

 

Figure 6: MobileNetV3 Architecture 

 

3.3.5 Resnet [26] 

Residual Network (ResNet) is a deep CNN architecture designed to support 

hundreds and thousands of convolution layers. The ResNet architecture 

stacks multiple identity mapping, skips those layers, and reuses the 

activation function of the previous layers. Then, on retraining, the network 

expands and the remaining parts, known as residual parts, are allowed to 

explore more of the feature space of the input image. This solves the 

problem of vanishing gradient that occurs by increasing the number of 

convolution layers. There are multiple versions of ResNet that use the same 
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basic principle but have various numbers of layers. The model that operates 

with 50 neural network layers is referred to as Resnet50. 

 

 

Figure 7: ResNet-50 Architecture 

 

3.3.6 EfficientNet [27] [28] 

EfficientNet is a CNN design and scaling technique that uses a compound 

coefficient to consistently scale all depth, breadth, and resolution 

dimensions. The EfficientNet scaling method evenly scales network 

breadth, depth, and resolution using a set of preset scaling coefficients, in 

contrast to standard practices, which scale these variables arbitrarily. The 

logic behind the compound scaling method is that larger input images 

require more layers in order to expand the network's receptive field and 

more channels in order to capture more fine-grained patterns on the larger 

picture.  

 

There multiple versions of EfficientNet, EfficientNet-B0 is the baseline 

model, with its variations being EfficientNet Small and EfficientNet Large 

implemented in this project. 
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Figure 8: EfficientNet Architecture 

 

 

3.3.7 DenseNet [29] 

A DenseNet is a type of CNN that utilizes dense connections between layers 

through Dense Blocks, where all layers are directly linked with matching 

feature-map sizes. Each layer in a DenseNet receives additional inputs from 

all preceding layers and forwards its own feature-maps to all subsequent 

layers, maintaining the feed-forward nature of the system. This dense 

connectivity pattern allows for efficient information flow across layers, 

promoting feature reuse and improving the network's ability to capture 

complex patterns in the data. 

 

 

Figure 9: DenseNet Architecture 
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3.3.8 Nasnet [30] 

NasNet, short for Neural Architecture Search Network, are models that are 

automatically generated by training on a specific dataset using neural 

architecture search techniques. These techniques involve learning the 

optimal model architecture directly from the dataset of interest, resulting in 

automatically designed models without human intervention. This approach 

allows for the creation of customized models tailored to the dataset, 

enhancing their performance and applicability to specific tasks. 

 

Figure 10: NasNet Architecture 

 

 

3.4 Transfer Learning 

Transfer learning is a powerful machine learning technique that allows a pre-

trained model, known as the "source model," to be utilized as a starting point 

for training a new model on a different but related task or domain. Rather than 

commencing the training process from scratch, transfer learning leverages the 

knowledge and learned representations from the source model to enhance the 

performance of the target model. This approach proves to be particularly 

beneficial when the target task has limited labeled data or when training time 

and resources are constrained. 
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The source model is usually trained on a large dataset and has learned general 

features or representations from the data. These learned features can capture 

useful patterns and representations that are transferable to other related tasks or 

domains. The target model, also referred to as the "transfer model," is then 

trained using a smaller dataset that is specific to the new task, while leveraging 

the knowledge from the source model. There are two main ways to implement 

transfer learning: using the pre-trained model as a feature extractor or fine-

tuning its weights. 

 

In the feature extraction approach, the pre-trained model is employed as a fixed 

feature extractor. The input data is passed through the layers of the pre-trained 

model to extract relevant features, which are then fed into a new set of layers 

that are specific to the target task. These new layers are trained using the limited 

labeled data available for the target task, while the weights of the pre-trained 

model remain unchanged. This way, the pre-trained model acts as a feature 

extraction tool that provides useful representations of the input data for the 

target model to learn from. 

 

In the fine-tuning approach, the pre-trained model's weights are updated during 

the training process of the target model. The entire model, including the pre-

trained layers, is fine-tuned using the labeled data available for the target task. 

The weights of the pre-trained model are adjusted to adapt to the nuances of the 

target task, while the new layers specific to the target task are also updated 

during the training process. This allows the pre-trained model to learn task-

specific representations that are optimized for the target task. 

 

Transfer learning offers several advantages over traditional machine learning 

approaches. One of the main benefits is improved model performance. By 

leveraging the knowledge learned from a large dataset in the source domain, the 

target model can benefit from the general features and representations that are 
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transferable to the target task, even with limited labeled data available for 

training. This can result in faster convergence and better generalization 

performance of the target model. 

 

Another advantage of transfer learning is reduced training time and resource 

requirements. Training a deep neural network from scratch on a large dataset 

can be computationally expensive and time-consuming. By utilizing a pre-

trained model as a starting point, transfer learning can significantly reduce the 

amount of training time and resources needed to train a new model on a related 

task. This makes transfer learning a practical approach in scenarios where 

computational resources are limited. 

 

Furthermore, transfer learning allows for leveraging domain knowledge from 

the source task to the target task. The source model has already learned useful 

features and representations from the data, which can capture domain-specific 

patterns and knowledge. This domain knowledge can be transferred to the target 

task, providing a head start in learning relevant representations and improving 

the performance of the target model. 

 

Additionally, transfer learning can help address data scarcity challenges. In 

many real-world scenarios, obtaining a large labeled dataset for a specific task 

can be challenging or expensive. Transfer learning allows the target model to 

benefit from the knowledge learned from a larger dataset in the source domain, 

even when labeled data is limited for the target task. This can be especially 

valuable in fields such as healthcare, finance, or agriculture, where obtaining 

labeled data may be difficult. 

 

Despite its benefits, transfer learning requires careful consideration of the 

similarity between the source and target tasks or domains. The effectiveness of 

transfer learning depends on the similarity of the source and target tasks or 
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domains. If the tasks are not closely related, the transfer of knowledge may not 

be effective, and the performance of the target model may not be improved.  

 

Furthermore, the choice of the transfer learning approach, i.e., feature extraction 

or fine-tuning, also requires careful consideration. Feature extraction is a safer 

option, as it keeps the pre-trained model's weights fixed and only trains new 

layers for the target task. This minimizes the risk of negative transfer, as the 

pre-trained model's representations remain unchanged. On the other hand, fine-

tuning allows the pre-trained model's weights to be updated during training, 

which can be beneficial in certain cases, but also increases the risk of negative 

transfer if the source and target tasks have significant differences. Therefore, 

the choice of approach should be based on the specific characteristics of the 

source and target tasks, and the available data for the target task. 

 

Therefore, it is crucial to carefully evaluate the suitability of the source model 

for the target task and domain before using transfer learning. Negative transfer, 

small labeled data size, data quality, and the choice of transfer learning 

approach are important factors to be considered. Proper evaluation and 

experimentation are essential to ensure the effectiveness of transfer learning in 

a specific application. 

 

3.5 Ensembling Approach 

Ensemble modeling is a powerful technique in machine learning that combines 

the predictions of multiple models to improve overall performance and 

accuracy compared to using a single model. The concept behind ensemble 

modeling is based on the idea that different models may have complementary 

strengths and weaknesses, and by combining their predictions, the resulting 

ensemble can achieve better results. 
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Ensemble modeling can be applied to a wide range of machine learning tasks, 

including classification, regression, and anomaly detection. There are several 

popular methods for creating ensembles, including bagging, boosting, and 

stacking. 

 

3.5.1 Bagging 

Bagging, short for Bootstrap Aggregating, involves training multiple 

instances of the same base model on different subsets of the training data. 

These subsets, known as "bags," are created through random sampling with 

replacement. Each model in the ensemble is trained on a different bag, and 

the predictions of the individual models are then combined, for example, by 

taking a majority vote in case of classification or averaging in case of 

regression. Bagging can help reduce overfitting and improve the overall 

accuracy and stability of the ensemble. 

 

 

Figure 11: Bagging Technique 

 

3.5.2 Boosting 

Boosting is an iterative technique that adjusts the weights of the training 

samples to give more importance to misclassified samples. The idea is to 

focus on the samples that are difficult to classify and give them more 

attention in subsequent iterations. Multiple base models are trained in a 

sequence, with each subsequent model focusing on the samples that were 
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misclassified by the previous models. The predictions of the individual 

models are combined using weighted voting, where the weights are 

determined based on the performance of the individual models. Boosting 

can often result in highly accurate ensembles, as it focuses on improving the 

performance on misclassified samples. 

 

 

Figure 12: Boosting Technique 

 

3.5.3 Stacking 

Stacking is also known as meta-modelling. It involves training multiple 

base models on the same training data and then using their predictions as 

input to a higher-level model, called the meta-model, which makes the final 

prediction. The idea is to capture the strengths of different base models and 

combine them to improve the overall performance of the ensemble. 

Stacking can be done in multiple layers, with predictions from one layer of 

base models being used as input to the next layer of base models, and so on, 

until the final prediction is made by the meta-model. 

 

 

Figure 13: Stacking Technique 
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For combining the multiple predictions and outputs that we get from the 

multiple ensemble models and algorithms, we make use of multiple aggregation 

methods. The three main techniques used for aggregation predictions are: 

 Max-Voting 

Max voting aggregation technique involves combining the predictions 

from multiple base models by taking a majority vote on the predicted 

class with the highest number of votes, resulting as the aggregated 

prediction. 

 

 Averaging 

Averaging is an aggregation technique where the predicted class 

probabilities or outputs from multiple base models are averaged to 

obtain a single aggregated prediction. It involves combining the outputs 

of different models by taking the average, which can help to reduce 

noise and improve overall prediction accuracy. 

 

 Weighted Averaging 

Weighted averaging aggregation is a technique where the predicted 

class probabilities or outputs from multiple base models are combined 

by taking a weighted average, where each model's prediction is 

multiplied by a weight. The weights are assigned based on the 

performance or expertise of the individual models, allowing for more 

influence from better-performing models, and resulting in a single 

aggregated prediction. 

 

Ensemble modeling has been proven to be highly effective in improving the 

accuracy, robustness, and generalization of machine learning models. Few 

reasons that lead to better performance of an ensembled model compared to 

using a single model are: 
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 First, ensemble modeling can help mitigate the impact of overfitting, 

which is a common issue in machine learning where the model performs 

well on the training data but poorly on new, unseen data. By combining 

the predictions of multiple models, the ensemble can generalize better 

to new data and reduce the risk of overfitting. 

 

 Second, ensemble modeling can help capture different sources of 

information and exploit the strengths of different models. Different 

models may have different learning biases, and by combining their 

predictions, the ensemble can achieve a more balanced and accurate 

prediction. 

 
 

 Third, ensemble modeling can improve the robustness of the model to 

noisy or erroneous data. In real-world scenarios, data can be noisy or 

contain outliers, which can negatively impact the performance of a 

single model. Ensemble models, by combining the predictions of 

multiple models, can reduce the impact of noise or outliers and make 

more robust predictions. 

 

 

Figure 14: Ensemble Modelling 
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3.6 Proposed Model 

In our model we have ensembled 3 best performing models Resnet50, 

Efficientnet-small and Efficientnet-large.  

The Algorithm of our proposed model is shown: 

 Collect the Dataset And divide them into 9 Classes 

 Pre-process Dataset by resizing all the images to a standard dimension of 

256x256 and setting a batch size of 128, meaning that in the training 

process, the data will pass through the network in chunks of 128 images. 

 Evaluate all the different CNN architectures on this dataset 

 Choose three best performing CNN architectures 

 Ensemble three chosen architecture 

 Evaluate the ensembled model 

 Build and test the ensembled model 

 

 

Figure 15: Proposed Ensemble Architecture 
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CHAPTER-4 EXPERIMENTS AND RESULT ANALYSIS 

In this part, we examined and analysed the findings of our suggested model. 

The algorithms were evaluated using a variety of performance indicators. 

Furthermore, we compared our model to other existing models in terms of 

accuracy, precision, specificity, sensitivity, precision, F1 Score, AUC-ROC 

curve.  Also analysed the suggested model in relation to other algorithms 

described in the literature review. 

Models which had the highest accuracy were chosen as shown in table.  

Table 3: Accuracy achievd by all models 

 

S.no  CNN Architecture Accuracy 

1  EfficientNetSmall 98.3 

2  EfficientNetlarge 99.001 

3  ResNet50 95.45 

4  MobileNetV3 95.50(Extra epochs) 

5  NasNet 76 

6  Xception 78 

7  Inception 73 

8  DensNet 82 

9  Proposed Model 99.34 
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We have chosen ResNet50, EfficientNetlarge and EfficientNetSmall as our 

base learners and our meta level classifier is extra tree classifier based on these, 

we got an accuracy of 99.34% and We have compared the values of our model 

as well as the other models used, shown in table. 

 

 

Graph 3: Model Comparison based on Accuracy 

 

 

Graph 4: Confusion Matrix for MobileNetV3 model 
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Graph 5:Confusion Matrix for ResNet-50 model 

 

 

Graph 6:Confusion Matrix for EfficientNetSmall model 
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Graph 7:Confusion Matrix for EfficientNetLarge model 

 

 

Graph 8: Confusion Matrix for proposed ensemble model 
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Graph 9: Accuracy comparison of various models 

 

Graph 10: Value Accuracy of various models 
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Graph 11: Loss Comparison in various models 

 

Graph 12: Value loss in MobileNetV3 
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Graph 13: Value Loss in ResNet 

 

Graph 14: Value loss in EfficientNetlarge 
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Graph 15: Value loss in EffcientNetSmall 
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Figure 16: Successful Classification of Aluminum waste by proposed model 

 

 

 

Figure 17:Heatmap of successful Classification of Aluminum waste by 

proposed model 
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Figure 18: Successful Classification of Carton waste by proposed model 

  

 

Figure 19:Heatmap of successful Classification of Carton waste by proposed 

model 
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Figure 20: Successful Classification of Glass waste by proposed model 

  

 

Figure 21:Heatmap of successful Classification of Glass waste by proposed 

model 
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Figure 22: Successful Classification of Organic waste by proposed model 

  

 

Figure 23:Heatmap of successful Classification of Organic waste by proposed 

model 
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Figure 24: Successful Classification of Other Plastic waste by proposed 

model 

   

 

Figure 25:Heatmap of successful Classification of Other Plastic waste by 

proposed model 
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Figure 26: Successful Classification of Paper and Cardboard waste by 

proposed model 

  

 

Figure 27:Heatmap of successful Classification of Paper and Cardboard 

waste by proposed model 
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Figure 28: Successful Classification of Plastic waste by proposed model 

  

 

Figure 29:Heatmap of successful Classification of Plastic waste by proposed 

model 
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Figure 30: Successful Classification of Textile waste by proposed model 

  

 

Figure 31:Heatmap of successful Classification of Textile waste by proposed 

model 
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Figure 32: Successful Classification of Wooden waste by proposed model 

 

Figure 33:Heatmap of successful Classification of Wooden waste by proposed 

model 
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CHAPTER-5 CONCLUSIONS 

5.1 Conclusions  

Proper Solid Waste Management and Disposal have become very critical as 

now the world is on the cusp of facing a global crisis. For that classification of 

the waste into separate categories has become necessary and awareness of how 

to dispose of these is key. The proposed framework can be used to classify and 

segregate the waste into different categories based on the material, mainly into 

9 classes ‘Aluminum’, ‘Carton’, ‘Glass’, ‘Organic Waste’, ‘Other Plastics’, 

‘Paper and Cardboard’, ‘Plasti’, ‘Textiles’, ‘Wood’.  

 

The data set is picked from GitHub repository(WasteImagesDataset) which was 

gathered by cardstdani and data pre-processing done first. Then various deep 

CNN models are applied and their accuracy is compared. EfficientNetSmall 

gives an accuracy of 99.01%, highest achieved among the individual model. 

The proposed ensemble model is implemented through multiclass stacking 

technique, by stacking the top three performing models. The models chosen 

were ResNet-50, EfficientNetSmall and EfficientNetLarge. The proposed 

model outperformed all the existing models and gave an accuracy of 99.34%. 

The proposed model also performed better than the existing state-of-art 

literature. Precision, Sensitivity, Specificity, AUC-Roc curve, Log loss, F1 

score are also taken into account to compare the proposed model with already 

existing models. 
 

5.2 Future Scope  

 The model can be improved by collecting information through nearby waste 

management centres and building our own dataset which would result in a 

more optimised model. 

 Along with k-fold validation technique while implementing ensembling, 

blending technique can also be applied which might lead to improved 

results. 
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 For the purpose of providing all with the means to utilize our findings, a 

website can be built for solid waste classification. This would involve of 

input in image format. Then the trained model would therefore classify the 

waste into the categories. 

 To further improve the awareness regarding solid waste management, 

guidelines and instructions regarding the disposal and management can be 

provided after successful classification. 

 

5.3 Applications Contributions 

We proposed a Stacking based Ensemble Learning model which increases 

classifier diversity. We proposed a ensembled CNN model which increases 

classifier diversity and fits better on the given dataset. We take mode of the 

prediction of 3 best performing CNN architecture. We combined result of 

ResNet50, EfficientNetSmall and EfficientNetLarge which gave us accuracy of 

99.34% compared to 95.45% of the pre-existing model MobileNetV3Large, and 

outperformed all the existing conventional models as well. 
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